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ABSTRACT OF THE DISSERTATION

Exploring Frontiers in Graph Learning

by

William L. Shiao

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, September 2024

Dr. Evangelos E. Papalexakis, Chairperson

Graphs have been used to model many different types of data, ranging from social

networks to the human brain. We can then formulate real-world problems as tasks (like

link prediction or node classification) on these graphs. For example, item recommendation

can be viewed as link prediction on a user-item purchase graph and bot detection as node

classification on a social interaction graph. Traditionally, these graph tasks have been solved

through statistical or spectral analysis. However, relatively recent works have proposed the

idea of Graph Neural Networks (GNNs), which allow us to solve these problems in a highly

scalable and effective manner.

In our recent work, we focus on exploring three frontiers in graph learning. First,

we bridge ideas from different domains and apply them to graph learning to define new

models and methods. Second, we work on solving tasks in a fast and space-efficient manner,

improving their practical utility. Finally, we revisit and challenge established concepts in

graph learning to see if they are really true. This dissertation summarizes four pieces of

work, each of which fits into two or more of the aforementioned frontiers.

x



The first work in our dissertation, TenGAN, examines the task of multiplex graph

generation - generating graphs that have multiple views, each with different edges but the

same nodes. This is a task that is typically solved with statistical preferential attachment

models. However, these models are inflexible and require the explicit modeling of desired

graph attributes. Modeling these multiplex graphs with a naive generative model is also

difficult due to the large number of parameters required. We propose borrowing ideas from

tensor decompositions to implicitly compress the parameters in the network, greatly reducing

the number of parameters required.

Our second work shifts its focus towards efficient link prediction with GNNs.

Currently, most scalable method is node-based link prediction, where we compute node

embeddings for candidate pairs and use them to compute the probability of a link existing

between them. Most existing state-of-the-art methods rely on contrastive learning, which uses

both positive samples (e.g., neighbors) and negative samples (e.g., non-neighbors). However,

these negative samples are often expensive to obtain. A recent group of methods, dubbed

non-contrastive learning, have been proposed to avoid the expensive negative sampling step

but have only been evaluated on node classification tasks. In this work, we perform a detailed

benchmark of existing non-contrastive methods on link prediction, discover a key limitation,

and mitigate it by proposing a simple modification. This results in an improvement of up to

120

Our third work, CARL-G, also focuses on speeding up self-supervised node repre-

sentation learning. We do this by observing some similarities between contrastive learning

and clustering. We then propose a new framework and loss function that reformulates node
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representation learning as a clustering problem. Our key contribution is finding that an

existing class of unsupervised clustering evaluation metrics known as Clustering Validation

Indices (CVIs) can serve as effective substitutes for existing contrastive losses. With the

choice of specific CVIs, we can reduce the cost of computing the loss function to linear

time (in contrast to the quadratic time complexity of most contrastive losses). Then, also

taking advantage of decades of research in speeding up clustering, we can compute better

node representations in much less time. CARL-G trains 79× than the best-performing

node classification baseline and 1,500× faster than the best-performing node clustering and

similarity search baseline.

Our fourth and final work focuses on improving the inductive capabilities of recom-

mendation systems in a fast and space-efficient manner. Recommendation models typically

store an embedding for each unique user and item in embedding tables. However, when per-

forming inference with real-world recommendation systems, we often encounter users/items

that were not present during training. The most common solutions to this are to either

randomly use an embedding from an out-of-vocabulary (OOV) embedding table or a fixed

vector like the mean embedding. Our work challenges the assumption that these simple

methods are sufficient, and we explore 9 different OOV embedding methods on 5 different

models to find more effective approaches. We find that locality-sensitive-hashing (LSH) based

methods generally perform better than the competing methods resulting in a 3.74% mean

improvement over the industry-standard baseline.
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Chapter 1

Introduction

Graphs are capable of representing a wide array of real-world data, from social

networks to user purchases. For example, a social network could be represented as a graph

where nodes represent users and edges represent users adding each other as friends. We could

then perform various tasks on this graph — for example, node classification could be used to

find “bots” and link prediction could be used to recommend potential friends.

Traditionally, these graph-based tasks have been tackled using statistical or spectral

analysis techniques. However, Graph Neural Networks (GNNs) have steadily increased in

popularity over recent years. These GNNs provide a highly scalable and effective framework

for solving various graph tasks. In the recommendation systems (which can also be framed

as a link prediction task) community, neural networks have also seen increasing popularity.
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1.1 Research Questions

In this thesis, we examine four developing and relatively under-explored areas in

graph learning:

1. Multiplex Graph Generation: Multiplex graphs are more complex and harder to

generate than traditional graphs. The existing methods are purely statistical — how

can we leverage GNNs and other modern advancements to improve multiplex graph

generation?

2. Non-Contrastive Link Prediction: Non-contrastive learning for GNNs has recently

become popular. However, these models focus solely on node classification, not link

prediction. Do they work for link prediction, and if not, can we improve them?

3. Contrastive Learning and Clustering on Graphs: Contrastive learning on graphs

has many similarities to traditional clustering. However, clustering has the additional

benefit of having been studied for decades longer. Can we connect graph contrastive

learning to clustering and use that connection to improve graph contrastive learning?

4. Improving OOV Support in Recommendation Systems: Out-of-vocabulary

(OOV) values are categorical values first seen at inference time. This means that we

may have no associated embedding for those values. The industry-standard way to

handle this is by randomly selecting a row from an embedding table for OOV values.

Can we improve upon this approach without paying a high computational price?
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1.1.1 Frontiers in Graph Learning

We answer the above questions by exploring three frontiers in graph learning:

1. Bridge Ideas: We bridge ideas from different domains and apply them to graph

learning to define new models and methods. For example, tensor decompositions

have been shown to compress large tensors effectively and are frequently applied to

multi-view graphs. We can then combine those ideas with modern GNNs to create new

models.

2. Efficiency: Can we solve tasks in a time and space-efficient manner? Many models

work well on smaller graphs but quickly fail as graphs get larger. When solving each of

the above research questions, we take care to consider the efficiency of the methods.

3. Revisiting & Challenging Established Concepts: Are the existing assumptions

in the field correct? Can we propose a better way to frame the problem?

Below, we elaborate on each of the above research questions.

1.1.2 Multiplex Graph Generation

Chapter 3 examines the task of multiplex graph generation — generating graphs

with multiple views, each with different edges but the same nodes. This is a task that is

typically solved with statistical preferential attachment models. However, these models are

inflexible and require explicitly modeling desired graph attributes (e.g., degree distribution or

clustering coefficient). One approach that has been proposed for generating traditional graphs

is to use a neural network [19, 52, 41]. However, this is non-trivial to extend to multiplex
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graphs for two reasons. First, multiplex graphs must also consider the relationship between

modes, making it difficult to adapt graph models directly. Second, naively modeling these

multiplex graphs with a neural network is difficult due to the large number of parameters

required (compared to a traditional graph). We propose a novel method, TenGAN, that

borrows ideas from tensor decompositions to implicitly compress the parameters in the

network, greatly reducing the number of parameters required. This also allows us to preserve

the interactions between different modes.

1.1.3 Non-Contrastive Link Prediction

Chapter 4 focuses on efficient link prediction with GNNs. Currently, the most

scalable method for link prediction is node-based link prediction, where we compute node

embeddings for candidate pairs and use them to compute the probability of a link between

them. Most existing state-of-the-art methods rely on contrastive learning, which uses both

positive samples (e.g., neighbors) and negative samples (e.g., non-neighbors). However, these

negative samples are often expensive to obtain. This is due to the format in which graphs are

typically stored — we typically store them as adjacency lists (or sparse adjacency matrices)

where we can retrieve the neighbors of a node in O(1) time but may need O(n) time to

retrieve its non-neighbors. A recent group of methods, dubbed non-contrastive learning, have

been proposed to avoid the expensive negative sampling step but have only been evaluated

on node classification tasks. In this chapter, we perform a detailed benchmark of existing

non-contrastive methods on link prediction, discover a key limitation, and mitigate it by

proposing a simple modification. This results in an improvement of up to 120% in Hits@50

compared to existing non-contrastive methods and a 14× speedup over contrastive methods.
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1.1.4 Contrastive Learning and Clustering on Graphs

Chapter 5 also focuses on speeding up self-supervised node representation learning.

We do this by observing some similarities between contrastive learning and clustering.

We draw a theoretical connection between contrastive learning and clustering. We then

use this knowledge to propose a new framework and loss function that reformulates node

representation learning as a clustering problem. Our key contribution is finding that an

existing class of unsupervised clustering evaluation metrics known as Clustering Validation

Indices (CVIs) can serve as effective substitutes for existing contrastive losses. With the

choice of specific CVIs, we can reduce the cost of computing the loss function to linear

time (in contrast to the quadratic time complexity of most contrastive losses). Then, also

taking advantage of decades of research in speeding up clustering, we can compute better

node representations in much less time. CARL-G trains 79× than the best-performing

node classification baseline and 1,500× faster than the best-performing node clustering and

similarity search baseline.

1.1.5 Improving OOV Support in Recommendation Systems

Chapter 6 focuses on improving the inductive capabilities of recommendation

systems in a fast and space-efficient manner. Recommendation models typically store an

embedding for each unique user and item in embedding tables. However, when performing

inference with real-world recommendation systems, we often encounter users/items that were

not present during training. The most common solutions are randomly using an embedding

from an out-of-vocabulary (OOV) embedding table that is updated during training with
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synthetically created OOV values or a fixed vector like the mean user/item embedding. Both

of these intuitively seem like sub-optimal approaches since one would expect that similar

users should have similar embeddings. Our work challenges the established assumption

that these simple OOV handling methods are sufficient, and we explore 9 different OOV

embedding methods on 5 different models to find more effective approaches. We find that

locality-sensitive-hashing (LSH) based methods generally perform better than the competing

methods, resulting in a 3.74% mean improvement over the industry-standard baseline.

1.2 Thesis Outline

This thesis addresses several research questions in graph learning, including multi-

view graph generation, non-contrastive link prediction, connecting clustering and contrastive

learning, and the handling of OOV values in recommendation systems. We improve these

by focusing on three frontiers: bridging ideas from other fields, focusing on time and space

efficiency, and challenging existing ideas.

Chapter 2 provides the necessary background and notation for this thesis. Chap-

ter 3 discusses improving multi-view graph generation. Chapter 4 covers evaluating and

improving non-contrastive link prediction. Chapter 5 connects contrastive learning on graphs

with clustering. Chapter 6 describes how we can improve the handling of OOV values in

recommendation systems. Finally, Chapter 7 summarizes this thesis and its contributions.
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Chapter 2

Background

In this chapter, we provide the notation and definitions for the material used in this thesis.

2.1 Introduction

In Section 2.2, we provide the necessary definitions and notations. In Section 2.3.1,

we introduce Graph Neural Networks (GNNs) which are used throughout this thesis. We

defer chapter-specific background information to their respective chapters.

2.2 Notation

We denote a graph as G = (V, E), where V is the set of n nodes (i.e., n = |V|) and

E ⊆ V × V be the set of edges. Let the node-wise feature matrix be denoted by X ∈ Rn×f ,

where f is the number of raw features, and its i-th row xi is the feature vector for the i-th

node. Let A ∈ {0, 1}n×n denote the binary adjacency matrix. We denote the graph’s learned

node representations as H ∈ Rn×d, where d is the size of the latent dimension, and hi is the
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representation for the i-th node. Let Y ∈ {0, 1}n×n be the desired output for link prediction,

as E and A may have validation and test edges masked off. Similarly, let Ŷ ∈ {0, 1}n×n be the

output predicted by the decoder for link prediction. Let Orc be a perfect oracle function for a

link prediction task, i.e., Orc(A,X) = Y . Let N(u) = {v | (u, v) ∈ E ∨(v, u) ∈ E}. Let N(u)

be a function that returns the set of neighbors for a given node u (i.e., N(u) = {v|(u, v) ∈ E}).

Note that we use the terms “embedding” and “representation” interchangeably in this thesis.

2.3 Definitions

Below, we define a few terms used throughout our work which helps set the context for our

thesis.

2.3.1 Graph Neural Networks (GNNs)

A message-passing Graph Neural Network consists of several iterations, which for a

node u, can be described as follows:

h(k+1)
u = Update(k)

(
h(k)
u ,Aggregate(k)({h(k)

v ,∀v ∈ N(u)})
)

(2.1)

where Update and Aggregate are differentiable functions, and h
(0)
u = xu.

2.3.2 Link Prediction with GNNs

Many new approaches have also been developed with the recent advent of graph

neural networks (GNNs). A predominant paradigm is using node-embedding-based methods

[75, 14, 211, 230]. Node-embedding-based methods typically consist of an encoder H =

Enc(A,X) and a decoder Dec(H). The encoder model is typically a message-passing-based
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Graph Neural Network (GNN) [107, 75, 226]. The decoder model is usually an inner product

or MLP applied on a concatenation of Hadamard product of the source and target learned

node representations [155, 198]. This thesis, for the purposes of link prediction, focuses

exclusively on these node-embedding-based methods.

2.3.3 Multiplex Graphs

A multiplex graph consists of several views, where each view is a graph. Each of

the views contains the same nodes, but with different edges. Formally, a multiplex graph G

with k views can be written as G = (V, (E1, E2, . . . Ek)), where V is the shared vertex set

and Ei are the edges at the i-th layer. It is worth noting that not all of the nodes need to be

connected within each view.

One example of a multiplex graph is a social network, where each edge in a given

view represents a different mode of communication. A time-evolving graph with a constant

number of nodes could also be represented as a multiplex graph, with each view representing

a different timestamp. Finally, a knowledge base could be seen as a multiplex graph, where

each node represents an entity and each view represents a different relation. It is worth

noting that this differs from the traditional notion of a multigraph, where nodes can have

multiple edges between them, but each edge is of the same type. Edges in a multiplex graph

can have multiple types.

Definition 2.3.1 (Augmentation) An augmentation Aug+ is a label-preserving random

transformation function Aug+ : (A,X)→(Ã, X̃) that does not change the oracle’s expected

value: E[Orc(Aug+(A,X))] = Y .
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Definition 2.3.2 (Corruption) A corruption Aug− is a label-altering random transforma-

tion Aug− : (A,X) → (Ǎ, X̌) that changes the oracle’s expected value: E[Orc(Aug−(A,X))] ̸=

Y .1

Definition 2.3.3 (Contrastive Learning) Contrastive methods select anchor samples (e.g.

nodes) and then compare those samples to both positive samples (e.g. neighbors) and negative

samples (e.g. non-neighbors) relative to those anchor samples.

Definition 2.3.4 (Non-Contrastive Learning) Non-contrastive methods select anchor

samples, but only compare those samples to variants of themselves, without leveraging other

samples in the dataset.

Definition 2.3.5 (OOV Values) We consider a value Out-Of-Vocabulary (OOV) if it is a

categorical value that does not exist at training time but appears at inference time.

Definition 2.3.6 (IV Values) We consider a value in-vocabulary (IV) if it is a categorical

value that exists at both training and evaluation time — i.e., it is not an OOV value.

Definition 2.3.7 (Tranductive Setting) We define the transductive setting as an evalua-

tion setting where no new categorical values (OOV values) are present during inference.

Definition 2.3.8 (Inductive Setting) We define the inductive setting as an evaluation

setting where some OOV values appear at inference time. We consider it fully inductive if

all of the evaluation samples contain OOV values, and partially inductive if the evaluation

samples consist of both IV and OOV values.

1Note that the definition of these functions are different from the corruption functions in Zhu et al. [236]
(which we define as augmentations) and are instead similar to the corruption functions in Veličković et al.
[186].
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Chapter 3

Generating Multiplex Tensor Graphs

In this work, we explore multiplex graph (networks with different types of edges)

generation with deep generative models. We discuss some of the challenges associated with

multiplex graph generation that make it a more difficult problem than traditional graph

generation. We propose TenGAN, the first neural network for multiplex graph generation,

which greatly reduces the number of parameters required for multiplex graph generation.

We also propose 3 different criteria for evaluating the quality of generated graphs: a graph-

attribute-based, a classifier-based, and a tensor-based method. We evaluate its performance

on 4 datasets and show that it generally performs better than other existing statistical

multiplex graph generative models. We also adapt HGEN, an existing deep generative model

for heterogeneous information networks, to work for multiplex graphs and show that our

method generally performs better.

Graphs are used to represent many different types of data—from protein interac-

tions [144] to social networks [135]. There are a similarly large number of useful graph-related
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tasks, like link prediction and node classification. One of these tasks is graph generation,

which is the focus of this work. Graph generation models can generally be split into two

types: statistical attribute-based generative models and deep generative models. Statistical

generative models like the Erdős-Rényi (ER) [48], Barabási-Albert (BA) [11], and stochastic

block models [84] have explicitly defined parameters like the attachment rate or the number

of communities.

In contrast, many deep generative models can learn directly from one or more input

graphs. This ability allows them to mimic attributes of the input dataset without defining

them explicitly. The majority of these models are based on either RNNs (Recurrent Neural

Networks), GANs (Generative Adversarial Networks) [63], or VAEs (Variational Autoen-

coders) [104]. Examples of these include GraphRNN [214], NetGAN [18], GraphVAE [105],

and LGGAN [51].

However, sometimes a simple graph structure may not be sufficient to represent a

dataset accurately. One example of this is the Enron dataset [152], where each node is a

person and each edge is an email between them. Representing this as a standard graph would

only show that two people communicated with each other, without any information on when

they communicated. For example, the two people may have exchanged an email once, daily,

or once a month–each of which would indicate a very different relationship. Representing

this data as a multiplex graph allows us to fully represent this information.

Another use-case for a multiplex graph is to capture different types of social media

interactions across the same users. Each node would represent a person and each edge

type could represent a different form of interaction. An example of this could be a graph
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representing Twitter interactions, where each edge could either represent a retweet, mention,

or following. Using only one of these would unecessarily limit the information captured in

the graph.

Traditional graph generation models and multiplex graph generation models are

useful in many of the same ways. For example, they can be used to anonymize private data

[197] in order to enhance the reproducibility of models trained on private datasets. This

would allow the user to preserve interesting structures in the graph without leaking private

user information.

However, all of the current multiplex network generation models are statistical

generative models. BINBALL [13] adapts ideas from BA and ER models and proposes new

multiplex preferential attachment rules. StarGen [57] further builds upon BINBALL by

separating the parameters controlling the global and local degree of nodes, increasing the

diversity of individual layers. ANGEL [58] uses a hub-and-spoke-based model to generate

multiplex graphs, allowing it to better mimic certain structures. These existing works pose

some major limitations, namely:

1. Explicit parameterization. The existing models declare a set of parameters that affect

the output of the graph. These parameters are inflexible and may lead to overfitting to

a particular graph attribute while neglecting another.

2. Limited datasets. All three of the methods focus on Airline Transportation Networks

(ATNs), specifically on the EU airline dataset [25]. It is difficult to determine if the

methods will work for different datasets. In this work, we explore the task of multiplex

graph generation on datasets from wildly varying domains.
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3. Limited evaluation criteria. It is difficult to quickly compare the performance of the

models on different datasets. The performance evaluation of the models is primarily

done visually by comparing the distributions of various topological properties. This

also ignores some other potentially interesting characteristics of the generated graphs

like whether or not a classifier can distinguish between real and generated samples,

especially useful for tasks like graph anonymization.

The first problems can be resolved by using a neural network to learn directly from

a set of input graphs. However, extending a traditional graph generation network is not

straightforward since the layers are often correlated. There are also many more parameters

required. Furthermore, it is difficult to evaluate the quality of the generated graphs. We

further investigate these issues in Section 3.1 below.

In this work, we tackle these issues and propose TenGAN, a tensor-based GAN, to

generate multi-view graphs. With minor modifications, our approach readily generalizes to

other data sources that can be modelled well with tensor decompositions. For example, tensor

decompositions have been shown to work well on a variety of data, including fMRI [137] and

EEG data [36], NBA game data [140], network traffic data [12], and spatio-temporal urban

computing data [195]. However, in this work, we focus on the domain of multiplex graphs

and reserve exploring other domains for future work.

Our contributions include:

• Novel method: We propose a novel GAN-based method to generate multiplex graphs

that uses tensor decomposition to reduce the number of parameters required.
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• Evaluation criteria: We propose 3 different evaluation metrics for multiplex graph

generation and evaluate their effectiveness.

• Thorough experimentation: We conduct thorough experiments on 4 different

datasets across 2 different models to evaluate the performance of our method. We also

modify an existing method for heterogeneous graphs to work with multiplex graphs

and compare our method against it.

3.1 Problem Formulation

We consider the following problem:

Given a set of multiplex graphs G drawn from some unknown distribution preal(G),

learn a distribution pgen(G) such that, on average, a graph Ĝ ∼ pgen(G) is indis-

tinguishable from a graph G ∼ preal(G) with respect to a set of criteria C while

maintaining diversity (i.e., G1 ̸= G2 w.h.p. for G1, G2 ∼ pgen).

Some examples of criteria in C may include graph attributes (like clustering coefficient and

degree distribution) or the correlation between different slices. However, it is not fully clear

what these criteria should be and is one of several challenges in multiplex graph generation,

some of which are listed below:

Challenge 1: Inadequate Evaluation Criteria. Before we can decide on an appropriate model,

we must determine our evaluation criteria. This is challenging because we need to consider

not only the graph attributes of each view but also the relationships between each view. This

15



means that many of the graph evaluation metrics commonly used in graph generation are

insufficient for multiplex graph generation. In this work, we propose 3 methods of evaluation

for multiplex graph generation models, described in Section 3.2.4 below.

Challenge 2: Sampling from Multiplex Graphs. Many existing multiplex datasets consist

of a single graph with multiple views. However, since we are emulating a set of multiplex

graphs, we need many smaller multiplex graphs to form a distribution. In the traditional

graph setting, there are existing datasets that consist of multiple graphs (e.g., the PPA

dataset[87]). However, to the best of our knowledge, there are no such existing datasets

for multiplex graphs. Therefore, we need a sampling method that samples smaller multi-

plex sub-graphs from a larger multiplex graph. We describe our method in Section 3.2.1 below.

Challenge 3: Large Number of Parameters. If we naively attempt to generate a multiplex

graph, the number of parameters required will explode. This is because we need O(k × n2)

parameters to generate an adjacency tensor for a multiplex graph with k views and n

nodes. We propose TenGAN (described in Section 3.2.2) that generates a compressed

tensor-decomposition-based representation to solve this problem.

3.2 Proposed Method

We propose TenGAN, a GAN-based model that first generates factors of a tensor

decomposition model, then uses those to generate the adjacency tensor. We propose two

variants: TenGAN-CP, which uses the CPD and TenGAN-R, which uses the RESCAL
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decomposition. We first sample sub-multiplex graphs from the dataset, as described in

Section 3.2.1. Then, we train our GAN on the sampled multiplex graphs. Finally, we sample

random graphs from the generator (by passing in different random noise vectors) and evaluate

them with the metrics described in Section 3.2.4.

3.2.1 Sampling

Many generative models require multiple input samples, rather than a single example.

For example, LGGAN [51] is trained on 2-hop and 3-hop egonets extracted from the original

source graph. However, it has been shown that this can lead to biased samples that may

not necessarily be representative of the original graph, especially in terms of in-degree and

community structure [115]. To help avoid this, we perform random-walk sampling across

each view. We then use the induced subgraph on the remainder of the views.

However, one issue with many large multiplex datasets is that most of the nodes

may be disconnected in any given view. In extreme examples, like in some knowledge graphs,

almost all nodes will be disconnected in each view. Oftentimes, even the union of all edges

across all views will still result in a disconnected graph.

Another issue is that these datasets are often too large or have too many views.

For example, the NELL dataset [26, 176] has over 2 million views. Random sampling of the

dataset would produce extremely or completely sparse entries. In order to produce better

quality samples, we use the sampling method of ParCube [49].
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This computes the following importance score for each slice along each mode. For

example, the importance scores for each slice along the three modes for a tensor T would,

respectively, be:

ai =

J∑
j=1

K∑
k=1

T i,j,k; bj =

I∑
i=1

K∑
k=1

T i,j,k; ck =

I∑
i=1

J∑
j=1

T i,j,k

We then randomly sample indices for each mode, with the probability of a given index being

selected proportional to its score. For example, a given index i is selected with probability

ai/
∑I

x=1 ax. This results in a more dense tensor and therefore a multiplex graph with more

connected nodes, reducing the chance of getting empty (or near-empty) tensors as inputs to

our model.

3.2.2 Architecture

Our model is a GAN and consists of a generator network and a discriminator

network. The generator consists of a MLP, followed by two or three smaller MLPs to generate

the factor matrices/tensors (depending on the factorization method). We further describe

the two generator architectures below in Section 3.2.2. The discriminator uses the max

pool of several Graph Convolutional Networks (GCNs) [106] (one per view) followed by a

fully-connected layer to predict if a sample is generated or drawn from the original real

dataset. A diagram of our architecture is shown in Figure 3.1.

TenGAN-CP Architecture

TenGAN-CP uses a shared feature extractor layer and splits into separate networks,

each of which generates a different factor in the CPD. This can be considered a higher-order
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extension of the BRGAN-B [171] architecture and uses the tensor CPD instead of the matrix

SVD.

After generating the factors, we calculate the sum of the outer products of vectors

from our factor matrices A,B, and C:
∑r

i=1 ai ◦ bi ◦ ci. As shown in Section 3.2.3, this

reduces the number of parameters needed to generate a given multiplex graph. We use the

loss function from Wei et al. [199] (which is based on Arjovsky et al. [7]):

L = E
JA,B,CK∼Pg

[D(JA,B,CK)]− E
x∼Pr

[D(x)] + λ1GP + λ2CT

where GP is the gradient penalty term from Gulrajani et al. [69], CT is the consistency

term from Wei et al. [199], and A,B,C is the output from the generator. Pg denotes the

distribution of graphs generated by the generator, and Pr denotes the real distribution of

graphs. D(·) denotes the output of the discriminator on a given tensor. The goal of this loss

function is to minimize the difference between the expected values of the discriminator’s

output on the generated data and the input (real) data.

TenGAN-R Architecture

We also propose the TenGAN-R architecture, which is initially similar to the

TenGAN-CP architecture, with the distinction that we use the RESCAL decomposition

instead of the CPD. This results in more parameters for the same value of r, but performs

better on certain datasets.
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Figure 3.1 Diagram of the TenGAN discriminator (top) and two different generator architec-
tures (bottom). TenGAN-CP is based on the CP decomposition, and generates the factor
matrices A,B,C before combining them into the output adjacency tensor. TenGAN-R is
based on the RESCAL decomposition, and first generates the factor matrix A and factor
tensor R before combining them into the adjacency tensor.
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3.2.3 Parameter Complexity

If we attempted to generate an adjacency tensor for a multiplex graph with n nodes

and k views directly, we would have to use O(kn2) parameters in the final layer. However,

if we generate the CPD factors first, we only need O(r(n + k)) parameters in the final

layer, where r is a hyperparameter that increases the quality of the fit at the cost of more

parameters. This offers savings for r < n2, and we show that our models work well for this

case in Table 3.2. For the RESCAL-based formulation, we need O(nr + kr2) parameters in

the final layer. In this case, we only reduce the number of parameters in the case where

r < n.

3.2.4 Evaluation Metrics

Another difficult task in multiplex graph generation is evaluating the quality of the

generated graphs. Gretton et al. [65] found that measuring the Maximum Mean Discrepancy

(MMD) between distributions of different graph statistics works well for simple graphs. We

propose 3 methods for evaluating the structural similarity between generated and input

graphs:

MMD-Based Evaluation

One method to evaluate the quality of generated multiplex graphs would be to apply

the evaluation criteria used for simple graphs to each view. We measure the Mean MMD

(M-MMD) score between the distributions of different graph attributes. More concretely, for

each graph attribute, we take the mean of the MMD between the i-th view of a generated
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graph G′ and a graph G. We can use the clustering coefficient, degree distribution, and the

orbit of the graphs similar to [214].

The main downside of this approach is that it does not take the relationship between

the views into account. For example, consider the case where we generate multiplex graphs

with two views. Let the list of the generated first and second views be V ′
1 = g′(1)∀g′ ∈ G′

and V ′
2 = g′(2)∀g′ ∈ G′. Then, suppose the MMD scores of V ′

1 and V ′
2 across all the graph

attributes are 0. Then, the overall Mean MMD (M-MMD) would be 0. However, swapping

V ′
1 and V ′

2 , yields same M-MMD.

This is clearly an undesirable behavior in any case where each of the views are

correlated with each other. An extreme example of this would be a multiplex graph g where

g(1) has an edge iff g(2) does not have an edge. Then, it is possible for a generated graph g′

to have g′(1) = g′(2), but still have a perfect M-MMD of 0 in all the graph attributes. To

address this issue, we propose the tensor-based evaluation method below.
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Figure 3.2 3 plots of pairs of CPD error values that have low, medium, and high EMD scores.
CPD error vs. rank plot on 3 pairs of tensors. The dashed green lines are the generated
results, and the solid blue lines are the original results. We can see that the EMD scores
are lower when the lines are more similar and that the scores are higher when the lines are
further apart. This is the intuition behind our tensor-based evaluation method.

22



Tensor-Based Evaluation

Multiplex graphs can be viewed as third-order tensors, where each slice is a graph

across the same nodes, and tensor decompositions have been shown to be able to extract

structure (like communities) from multiplex graphs [68, 59, 3, 169]. We take advantage of this

fact by applying the CPD to each multiplex graph or tensor. The normalized reconstruction

error of the decomposition for various values of r provides a heuristic for how much structure

there is along the three modes of the tensor. We then compare the errors of the generated

and original tensors across different ranks to see if they are similar in terms of trilinear

structure. It may be possible to produce a similar reconstruction error for a given rank

without matching the structure of the real graph, but we argue that it is highly unlikely for

this to occur across many different values of r.

We randomly sample n tensors from the generated and real tensors and compute

an error vector e of the errors across different ranks. We then calculate the sum of the

Wasserstein metric (a.k.a. the earth mover’s distance: EMD) between all n2 pairs of error

vectors. The lower this score, the more similar pairs are (on average). While this score works

well across a fixed dataset, it is difficult to compare this score across datasets of different

sizes. This is because the number of feasible r values changes with the size of the tensor;

and a given dataset may naturally have a wider range of pairwise distances.
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To solve this issue, we normalize the sum of generated-real distances by the sum of

pairwise real-real distances. More formally, given real error matrix E and generated error

matrix E′ (where every row Ei is a vector of the i-th sample’s CPD errors):

TenScore =

∑n
i=1

∑n
j=1 EMD(Ei,E

′
j)∑n

i=1

∑n
j=1 EMD(Ei,Ej)

(3.1)

The lower the TenScore, the more realistic the generated samples are. TenScore also

serves as an indicator for graph diversity. If it near 0, it likely means that the model is

suffering from mode collapse—a common problem among GANs. We also propose a modified

version of TenScore for knowledge base graphs: TenScore-R, which uses RESCAL’s

error.
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Figure 3.3 Diagram of the classifier-based evaluation model. We first calculate an embedding
and train a classifier on each view before using the majority vote to guess if the result is a real
or generated multiplex graph. Note that this is similar to, but different from the discriminator.
This is because we use an established embedding model and a non-neural-network classifier.

Classifier-Based Evaluation

We train a classifier on generated and original data; then check to see if it correctly

predicts the origin of an example. We calculate the accuracy and F1 score of the resulting
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model (the closer to 0.5 or 50%, the better). In the model, we calculate a graph2vec

[134] embedding for each view of the multiplex graph. Then, we split the embeddings into

training/test data and train a SVM classifier for each view. Finally, we take the majority

vote of the ensemble. These steps are shown in a diagram in Figure 3.3.

3.2.5 Implementation Details

We implemented this model in PyTorch [143] on Python 3.9. We used Net-

worKit [177] and NetworkX [74] for graph data, and Tensorly [110] for tensor decomposi-

tions. We extended portions of the GraphRNN [214] evaluation code and heavily modified

HGEN [122] to work for multiplex graphs (see details in Section 3.3.2). We use the code

from [157] for the BINBALL, StarGen, and ANGEL baselines. It was originally written for

undirected networks, so we extend it to work for directed multiplex graphs. The code for our

experiments is available here1.

3.3 Experimental Evaluation

3.3.1 Datasets

We used 4 multiplex graph datasets selected to represent a wide variety of data types,

including a social media network, a knowledge graph, a computer network communication

graph, and a time-evolving network.

1. Football [64]: 248 English Premier League football players and clubs on Twitter,

where each of the 6 views corresponds to a different interaction between the accounts
1https://github.com/willshiao/tengan
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(follows, followed-by, mentions, mentioned-by, retweets, retweeted-by). Note that 3 of

the views are essentially transposes of the other 3.

2. NELL-2 [26]: A sampled version of the NELL-2 dataset (from [176]) that consists of

(entity, relation, entity) tuples. The original size is 12, 092× 9, 184× 28, 818, but we

resample it to a 1, 000 × 4 × 1, 000 tensor (where 4 is the number of views) for the

purpose of evaluation. The sampling method is described in Section 3.2.1.

3. Comm: An enterprise communication network dataset of 1,558,594 computers. Each

view corresponds to communications between nodes on one of five ports (22, 23, 80,

443, and 445), with one view for each port. In the view associated with port p, a

directed edge from u to v exists if u initiates a connection to v over port p. Since we

are unable to provide a copy of this network, descriptive statistics of each view in this

network are shown below in Table 3.1.

4. Enron [152]: A multiplex graph of emails sent between Enron employees, where each

view represents a two-month (60-day) time interval and edges represent emails. The

original tensor (available at [176]) is 6,066 senders × 5,699 recipients × 244,268 words

× 1,176 days. We collapse the words dimension and simply add an unweighted edge for

each email sent in a given time interval. We also aggregate the slices so that each view

represents a 60-day period to reduce the number of views. Finally, we sample 1,000

senders and 1,000 recipients using the methodology described in the supplementary

material. Finally, we sample 1,000 senders and 1,000 recipients using the methodology

described in Section 3.2.1.
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We perform random walk sampling to extract a set of sub-multiplex-graphs from each dataset.

We describe this process with more detail in Section 3.2.1.

Port # Nodes # Edges LCC Size SP CC

22 295,077 1,039,721 205,043 3.9 0.10

23 9,304 17,408 5,578 3.1 0

80 640,492 3,495,394 374,767 4.4 0.04

443 1,172,959 6,705,799 439,911 4.7 0.02

445 437,119 7,927,648 219,089 3.8 0.06

Table 3.1 Since we are unable to share the data for the Comm dataset, we instead provide
network statistics of the computer infrastructure graph. Data are over the course of one
day on five TCP/IP ports: 22 (SSH), 23 (Telnet), 80 (HTTP), 443 (HTTPS), and 445 (MS
Directory Services). For each view (port), we list the number of active nodes, the number of
edges, the number of nodes in the largest strongly connected component (LCC Size), and
the average shortest path length (SP) and average clustering coefficient (CC). SP and CC
are computed based on 1,000 randomly sampled nodes (CC) or node pairs (SP) within the
induced subgraph of the largest strongly connected component.

3.3.2 Comparison with Existing Methods

To the best of our knowledge, no other deep learning models for multiplex graph

generation exist. The existing models are statistical and are built to match specific attributes

of the underlying graph. We compare our method against BINBALL [13], StarGen [57], and

ANGEL [58]. We also adapt HGEN [122]—a generative model for heterogeneous graphs—to

work for multiplex graphs. A heterogeneous graph consists of nodes of different types and,

therefore, edges of different types. An common example of this is a citation graph, where we

might have nodes for authors, papers, and conferences. This is in contrast to multiplex graphs,
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where we have different views of the same nodes. As such, it is difficult to directly compare

the two methods—however, we attempt to convert multiplex graphs to heterogeneous graphs

and evaluate its performance. The HGEN code2 (as provided in the paper) does not support

different edge types or a single node belonging to multiple classes, so we encountered the

following issues (some of which may affect its performance).

Lack of multiplex graph support. Let n be the number of nodes and k be the number of views

in our original multiplex graph. To work around the lack of support for different edge types,

we create k nodes for each of the n nodes in the original graph, each with a different class in

the range [1, k]. Then, we link together each of these k nodes in the heterogeneous network.

This results in a total of nk nodes across k classes in the resulting heterogeneous network.

Graph size issues. While the actual HGEN model is efficient for generation, it requires HIN

node embeddings for each node in the input graph. We chose to use hin2vec [56]— same as in

the original HGEN code. However, we have nk nodes after the conversion to a HIN, causing

the embeddings to take too long to calculate on some datasets (like the Comm dataset).

3.3.3 MMD-Based Evaluation

The MMD-based evaluations compares the similarity of different graph attributes

for each slice between the real and generated graphs. From Table 3.2, we can see that

TenGAN-CP and TenGAN-R generally perform fairly well on the Football, NELL-2 and

Comm datasets. However, this is a layer-level comparison, and even BA (which treats each
2https://github.com/lingchen0331/HGEN

28

https://github.com/lingchen0331/HGEN


Football NELL-2

Model Name Deg Clust Orbit F1 Acc TenScore Deg Clust Orbit F1 Acc TenScore

TenGAN-CP 0.10 0.45 0.10 0.57 0.70 0.92 0.48 0.70 0.31 0.94 0.94 0.89

TenGAN-R 1.09 1.12 0.75 0.94 0.94 0.77 0.93 0.77 0.91 0.49 0.66 2.64

HGEN 1.03 1.45 0.84 1.00 1.00 5.00 0.98 0.74 0.65 1.00 1.00 5.67

Barabási-Albert 1.07 1.50 0.60 1.00 1.00 2.93 0.81 0.31 0.30 1.00 1.00 13.16

BINBALL 1.10 1.30 0.99 0.64 0.66 11.64 0.47 0.27 0.24 0.92 0.93 3.33

StarGen 1.06 1.25 0.99 0.63 0.70 11.20 0.77 0.40 0.25 0.91 0.91 2.55

ANGEL 0.15 0.37 0.18 0.48 0.52 4.59 0.78 0.25 0.51 0.94 0.94 6.78

Enron Comm

Model Name Deg Clust Orbit F1 Acc TenScore Deg Clust Orbit F1 Acc TenScore

TenGAN-CP 0.65 0.19 0.53 0.87 0.89 0.86 0.37 0.39 0.38 0.72 0.61 1.50

TenGAN-R 1.77 1.97 1.74 0.99 0.99 4.32 0.34 0.40 0.35 0.69 0.56 1.31

HGEN 0.59 0.02 0.06 1.00 1.00 0.90 - - - - - -

Barabási-Albert 0.67 0.03 0.23 1.00 1.00 1.57 1.24 0.001 0.37 1.00 1.00 3.46

BINBALL 0.32 0.02 0.07 0.92 0.92 3.41 0.78 0.46 0.06 1.00 1.00 0.89

StarGen 0.64 0.16 0.07 0.99 0.99 4.61 0.90 0.58 0.07 1.00 1.00 1.06

ANGEL 0.58 0.01 0.19 0.98 0.98 1.34 0.99 0.08 0.20 1.00 1.00 1.14

Table 3.2 Results of TenGAN on the Football, NELL-2, Enron, and Comm datasets.
Lower is better for all of these metrics, including F1/Acc. Deg, Clust, and Orbit
are the mean MMD scores of our MMD-based evaluation method (see Section 3.3.3). F1
and Acc are the scores produced by the classifier-based method (see Section 3.2.4). Note
that a higher F1/Acc score means that the classifier is better able to distinguish between
positive/negative samples, implying that the generated samples are less realistic. TenScore
is the score produced by the CPD-based tensor evaluation method (see Section 3.3.4). HGEN
is unable to run on the Comm dataset due to issues mentioned in Section 3.3.2.

29



layer separately) performs decently well in this comparison. This is why the other evaluation

methods are important, especially the tensor-based evaluation, which provides a holistic look

at the generated tensors.

3.3.4 TenScore Evaluation

TenGAN-CP tends to perform best in terms of TenScore across all the datasets,

with the exception of the Comm dataset (where BINBALL performs slightly better). Ten-

GAN-CP has a TenScore of below 1 on the Football, NELL-2, and Enron datasets. This

indicates that the mean EMD for all real-generated pairs is lower than the mean EMD for all

real-real pairs in the dataset. None of the methods have a very low TenScore, which means

that all of the methods exhibit a good amount of diversity comparable to that of the original

data. However, some of the baseline methods have a very high TenScore, indicating that

the generated graphs have a very different amount of trilinear structure from that of the

input graphs.

Suprisingly, Barabási-Albert outperforms some of the other statistical methods

on the Football and Enron datasets like BINBALL and StarGen. This is likely because

BINBALL and StarGen focus on airport transportation networks and therefore focus on

modelling behavior like hub-spoke formations [13, 57]. These structures are more present in

the sparser NELL-2 and Comm datasets than the denser Football and Enron datasets.

3.3.5 Classifier-Based Evaluation

TenGAN-CP performs fairly well on the Football dataset, with an accuracy of 0.70

and F1 score of 0.57 (recall that the lower the accuracy, the better). TenGAN-R performs
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well on the NELL-2 and Comm datasets. No model does a very good job of fooling the

classifier on Enron, likely due to the higher number of views.

Most of the baselines do a poor job of fooling the classifier, with many baselines

resulting in the classifier having 100% accuracy. One reason is because some generators

are able to model some layers extremely well, but sometimes fail to model other layers.

This leads to the classifier for certain layers to have very high accuracy, making the overall

classifier very accurate. For example, BINBALL randomly assigns (based on a parameter p)

a layer as a BA model or an ER model. This assignment can mean that the generated results

for a given layer will be significantly different from those of the original graph, causing the

classifier to be very accurate on that layer.

Another reason for the poor performance of the baselines is that the majority of

them are statistical models and rely on general rules (e.g. preferential attachment for BA).

While this may be able to mimic some attributes, the node and graph embeddings will likely

greatly differ (except in the case where the original graphs exhibit simple structure).

3.3.6 Summary

TenGAN performs well on the majority of the datasets across all of the evaluation

criteria. It performs especially well in the classifier-based and TenScore evaluations. This

is likely because TenGAN learns directly from the data in contrast to most of the other

baselines, which have to learn explicitly defined parameters instead. However, TenGAN-

R does significantly worse than TenGAN-CP on most datasets, despite requiring more

parameters. This is likely because TenGAN-R tends to have a hard time converging on the

Football and Enron datasets. A possible reason for this is that the RESCAL decomposition
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imposes a stricter requirement on the factor matrix A since it is shared across all layers,

making it difficult for the model to learn well. The hyperparameter r is also important in

how well the model performs. Generally, r has to be higher for sparser tensors and lower for

denser tensors. We do not carefully tune r in this paper—we select a resonable default (e.g.,

r = 100) and increase/decrease it until the model converges.

3.4 Related Work

There have been several works on the topic of multiplex graph sampling. Interdonato

et al. [91] found that methods that work on standard graphs like Metropolis-Hastings random

walks, BFS, and forest fire sampling [115] can also be applied to multiplex graphs. To improve

random walk sampling on multiplex graphs, Gjoka et al. [62] proposes union multigraph

sampling — a method that uses the “union multigraph”, which consists of all edges across

all views in the multiplex graph. Union multigraph sampling then performs a random walk

over this multigraph to sample it. While unbiased samples are useful, we sometimes want a

biased sample to better sample nodes with special properties. Khadangi et al. [101] propose

using learning automata to do so.

There has also been some previous work on multiplex graph generation. For example,

Nicosia et al. [136] propose a model to grow a multiplex graph based on traditional preferential

attachment models like the Barabási-Albert (BA) model [11]. BinBall [13] also builds upon

the BA model and focuses on air transportation networks. StarGen [57] directly improves

upon BinBall by using a per-layer edge count distribution and splitting the scaling factor of a

new node into global and local factors. Kim and Goh [102] also uses single-layer preferential
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attachment models and tunes the correlation between layers. ANGEL [58] specifically tries

to emulate the hub-and-spoke structure found in many graphs.

In recent years, neural networks have also been applied to graph generation.

GraphRNN [214] uses an RNN to model graphs as a sequence of nodes of edges. Net-

GAN [18] uses an LSTM to learn the distribution of biased random walks and reconstructs

graphs from them. GraphVAE [105] uses a variational autoencoder to generate graphs.

LGGAN [51] generates the adjacency matrix directly, along with its associated labels. BR-

GAN [171] generates rank-constrained graphs by first generating factor matrices, in a similar

manner to TenGAN. There have also been several models for multi-scale graphs. The key

difference between a multiplex and multi-scale graph is that a multiplex graph contains the

same nodes with different edges in each view, while a multi-scale graph typically contains

representations of the same underlying graph at different resolutions (different number of

nodes) in each layer. Misc-GAN [235] generates a multi-scale graph before collapsing it into

a standard graph, and DMGNN [116] predicts multi-scale graphs from previous ones.

To the best of our knowledge, there have been no other neural-network-based models

for multiplex graph generation. HGEN [122] allows for the deep generation of heterogeneous

networks by modeling random walks over the graph with a GAN. However, their approach

largely focuses on the modeling of inter-layer edges with meta-paths. Heterogeneous networks

refer to graphs with different node and edge types, while we focus on the case with shared

nodes but different edges/views. We elaborate more on the precise definition of a multi-view

graph in Section 2.3.3 above.
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3.5 Conclusion

In this work, we discuss some of the issues associated with multiplex graph genera-

tion, as well as some solutions to those issues. One of these issues is the large number of

parameters required to generate a multiplex graph using a neural network. We tackle this by

proposing a novel GAN-based method that leverages the CPD and RESCAL decompositions

to greatly reduce the number of parameters required.

Another issue with multiplex graph generation is a lack of evaluation criteria. We

address this by proposing 3 different evaluation metrics that evaluate the realism of the

graph along different aspects. We also modify HGEN, a model for heterogeneous networks,

to work with multiplex graphs. We run our models on 4 different datasets, compare their

results against HGEN and 3 other statistical multiplex generation models, and find that we

perform better on the majority of them.
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Chapter 4

Link Prediction with Non-Contrastive

Learning

Graph neural networks (GNNs) are prominent in the graph machine learning domain,

owing to their strong performance across various tasks. A recent focal area is the space of

graph self-supervised learning (SSL), which aims to derive useful node representations without

labeled data. Notably, many state-of-the-art graph SSL approaches are contrastive methods,

which use a combination of positive and negative samples to learn node representations.

Owing to challenges in negative sampling (slowness and model sensitivity), recent literature

introduced non-contrastive methods, which instead only use positive samples. Though such

methods have shown promising performance in node-level tasks, their suitability for link

prediction tasks, which are concerned with predicting link existence between pairs of nodes,

and have broad applicability to recommendation systems contexts, is yet unexplored. In this

work, we extensively evaluate the performance of existing non-contrastive methods for link

35



prediction in both transductive and inductive settings. While most existing non-contrastive

methods perform poorly overall, we find that, surprisingly, BGRL generally performs well in

transductive settings. However, it performs poorly in the more realistic inductive settings

where the model has to generalize to links to/from unseen nodes. We find that non-contrastive

models tend to overfit to the training graph and use this analysis to propose TenGAN, a novel

non-contrastive framework that incorporates cheap corruptions to improve the generalization

ability of the model. This simple modification strongly improves inductive performance in

5/6 of our datasets, with up to a 120% improvement in Hits@50—all with comparable

speed to other non-contrastive baselines, and up to 14× faster than the best-performing

contrastive baseline. Our work imparts interesting findings about non-contrastive learning for

link prediction and paves the way for future researchers to further expand upon this area.

4.1 Introduction

Graph neural networks (GNNs) are ubiquitously used modeling tools for relational

graph data, with widespread applications in chemistry [29, 71, 72, 124], forecasting and traffic

prediction [42, 181], recommendation systems [211, 81, 159, 182, 53], graph generation [213,

52, 172], and more. Given significant challenges in obtaining labeled data, one particularly

exciting recent direction is the advent of graph self-supervised learning (SSL), which aims to

learn representations useful for various downstream tasks without using explicit supervision

besides available graph structure and node features [236, 94, 183, 15].

One prominent class of graph SSL approaches are contrastive methods [93]. These

methods typically utilize contrastive losses such as InfoNCE [138] or margin-based losses [211]
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between node and negative sample representations. However, such methods usually require

either many negative samples [79] or carefully chosen ones [211, 207], where the first one results

with quadratic number of in-batch comparisons, and the latter is especially expensive on

graphs since we often store the sparse adjacency matrix instead of its dense complement [183,

15]. These drawbacks motivated the development of non-contrastive methods [183, 15, 222,

100], based on advances in the image domain [66, 33, 32], which do not require negative

samples and solely rely on augmentations. This allows for a large speedup compared to their

contrastive counterparts with strong performance [15, 222].

However, non-contrastive SSL methods are typically evaluated on node-level tasks,

which is a more direct analog of image classification in the graph domain. In comparison,

the link-level task (link prediction), which focuses on predicting link existence between

pairs of nodes, is largely overlooked. This presents a critical gap in understanding: Are

non-contrastive methods suitable for link prediction tasks? When do they (not) work, and

why? This gap presents a huge opportunity, since link prediction is a cornerstone in the

recommendation systems community [81, 225, 14].

Present Work. To this end, our work first performs an extensive evaluation of

non-contrastive SSL methods in link prediction contexts to discover the impact of different

augmentations, architectures, and non-contrastive losses. We evaluate all of the (to the

best of our knowledge) currently existing non-contrastive methods: CCA-SSG [222], Graph

Barlow Twins (GBT) [15], and Bootstrapped Graph Latents (BGRL) [183] (which has the

same design as the independently proposed SelfGNN [100]). We also compare these methods

against a baseline end-to-end GCN [107] with cross-entropy loss, and two contrastive baselines:
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GRACE [236], and a GCN trained with max-margin loss [210]. We evaluate the methods in

the transductive setting and find that BGRL [183] greatly outperforms not only the other

non-contrastive methods, but also GRACE—a strong augmentation-based contrastive model

for node classification. Surprisingly, BGRL even performs on-par with a margin-loss GCN

(with the exception of 2/6 datasets). However, in the more realistic inductive setting, which

considers prediction between new edges and nodes at inference time, we observe a huge gap

in performance between BGRL and a margin-loss GCN (ML-GCN). Upon investigation, we

find that BGRL is unable to sufficiently push apart the representations of negative links from

positive links when new nodes are introduced, owing to a form of overfitting. To address

this, we propose TenGAN, a novel non-contrastive method which uses a corruption function

to generate cheap “negative” samples—without performing the expensive negative sampling

step of contrastive methods. We show that it greatly reduces overfitting tendencies, and

outperforms existing non-contrastive methods across 5/6 datasets on the inductive setting.

We also show that it maintains comparable speed with BGRL, and is 14× faster than the

margin-loss GCN on the Coauthor-Physics dataset.

Main Contributions. In short, our main contributions are as follows:

• To the best of our knowledge, this is the first work to explore link prediction with

non-contrastive SSL methods.

• We show that, perhaps surprisingly, BGRL (an existing non-contrastive model) works well

in the transductive link prediction, with performance at par with contrastive baselines,

implicitly behaving similarly to other contrastive models in pushing apart positive and

negative node pairs.
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• We show that non-contrastive SSL models underperform their contrastive counterparts

in the inductive setting, and notice that they generalize poorly due to a lack of negative

examples.

• Equipped with this understanding, we propose TenGAN, a novel non-contrastive method

that uses cheap “negative” samples to improve generalization. TenGANis simple to

implement, very efficient when compared to contrastive methods, and improves on BGRL’s

inductive performance in 5/6 datasets, making it at or above par with the best contrastive

baselines.

4.2 Preliminaries

Notation. We denote a graph as G = (V, E), where V is the set of n nodes

(i.e., n = |V|) and E ⊆ V × V be the set of edges. Let the node-wise feature matrix be

denoted by X ∈ Rn×f , where f is the number of raw features, and its i-th row xi is the

feature vector for the i-th node. Let A ∈ {0, 1}n×n denote the binary adjacency matrix.

We denote the graph’s learned node representations as H ∈ Rn×d, where d is the size of

latent dimension, and hi is the representation for the i-th node. Let Y ∈ {0, 1}n×n be the

desired output for link prediction, as E and A may have validation and test edges masked

off. Similarly, let Ŷ ∈ {0, 1}n×n be the output predicted by the decoder for link prediction.

Let Orc be a perfect oracle function for our link prediction task, i.e., Orc(A,X) = Y .

Let N(u) = {v | (u, v) ∈ E ∨ (v, u) ∈ E}. Note that we use the terms “embedding” and

“representation” interchangeably in this work.
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GNNs for Link Prediction. Many new approaches have also been developed

with the recent advent of graph neural networks (GNNs). A predominant paradigm is the

use of node-embedding-based methods [75, 14, 211, 230]. Node-embedding-based methods

typically consist of an encoder H = Enc(A,X) and a decoder Dec(H). The encoder

model is typically a message-passing based Graph Neural Network (GNN) [107, 75, 226].

The message-passing iterations of a GNN for a node u can be described as follows:

h(k+1)
u = Update(k)

(
h(k)
u ,Aggregate(k)({h(k)

v ,∀v ∈ N(u)})
)

(4.1)

where Update and Aggregate are differentiable functions, and h
(0)
u = xu. The decoder

model is usually an inner product or MLP applied on a concatenation of Hadamard product

of the source and target learned node representations [155, 198].

Graph SSL. Below, we define a few terms used throughout our work which helps

set the context for our discussion.

Definition 4.2.1 (Augmentation) An augmentation Aug+ is a label-preserving random

transformation function Aug+ : (A,X)→(Ã, X̃) that does not change the oracle’s expected

value: E[Orc(Aug+(A,X))] = Y .

Definition 4.2.2 (Corruption) A corruption Aug− is a label-altering random transforma-

tion Aug− : (A,X) → (Ǎ, X̌) that changes the oracle’s expected value: E[Orc(Aug−(A,X))] ̸=

Y .1

1Note that the definition of these functions are different from the corruption functions in Zhu et al. [236]
(which we define as augmentations) and are instead similar to the corruption functions in Veličković et al.
[186].
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Definition 4.2.3 (Contrastive Learning) Contrastive methods select anchor samples (e.g.

nodes) and then compare those samples to both positive samples (e.g. neighbors) and negative

samples (e.g. non-neighbors) relative to those anchor samples.

Definition 4.2.4 (Non-Contrastive Learning) Non-contrastive methods select anchor

samples, but only compare those samples to variants of themselves, without leveraging other

samples in the dataset.

BGRL. While we examine the performance of all of the non-contrastive graph

models, we focus our detailed analysis exclusively on BGRL2 [183] due to its superior perfor-

mance in link prediction when compared to GBT [15] and CCA-SSG [222]. BGRL consists

of two encoders, one of which is referred to as the online encoder Encθ; the other is referred

to as the target encoder Encϕ. BGRL also incorporates a predictor Pred (typically a MLP)

and two sets of augmentations: A+
1 ,A+

2 . A single training step for BGRL is as follows: (a)

we apply these augmentations: (Ã(1), X̃(1)) = Aug+
1 (A,X); (Ã(2), X̃(2)) = Aug+

2 (A,X).

(b) we perform forward propagation H = Enc(Ã(1), X̃(1));H2 = Enc(Ã(2), X̃(2)). (c) we

pass the output through the predictor Z = Pred(H1). (d) we use the mean pairwise cosine

distance of Z and H2 as the loss (see Eqn. 4.2). (e) Encθ is updated via backpropagation

and Encϕ is updated via exponential moving average (EMA) from Encθ. The BGRL loss is

as follows:

LBGRL = − 2

n

n−1∑
i=0

z̃i · h(2)
i

||z̃i|| ||h(2)
i ||

(4.2)

In the next section, we evaluate BGRL and other non-contrastive link prediction

methods against contrastive baselines.
2Self-GNN [100], which was published independently, also shares the same architecture. As such, we refer

to these two methods as BGRL.
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4.3 Do Non-Contrastive Learning Methods Perform Well on

Link Prediction Tasks?

Several non-contrastive methods have been proposed and have shown effectiveness

in node classification [100, 183, 222, 15]. However, none of these methods evaluate or target

link prediction tasks. We thus aim to answer the following questions: First, how well do these

methods work for link prediction compared to existing contrastive/end-to-end baselines?

Second, do they work equally well in both transductive and inductive settings? Finally, if

they do work, why; if not, why not?

Differences from Node Classification. Link prediction differs from node

classification in several key aspects. First, we must consider the embedding of both the

source and destination nodes. Second, we have a much larger set of candidates for the same

graph—O(n2) instead of O(n). Finally, in real applications, link prediction is usually treated

as a ranking problem, where we want positive links to be ranked higher than negative links,

rather than as a classification problem, e.g. in recommendation systems, where we want to

retrieve the top-k most likely links [37, 90]. We discuss this in more detail in Section 4.3.1

below. Given these differences, it is unclear if methods performing well on node classification

naturally perform well on link prediction tasks.

Ideal Link Prediction. What does it mean to perform well on link prediction? We

clarify this point here. For some nodes u, v, w ∈ V, let (u, v) ∈ E and (u,w) ̸∈ E . Then, an

ideal encoder for link prediction would have Dist(hu,hv) < Dist(hu,hw) for some distance

function Dist. This idea is the core motivation behind margin-loss-based models [210, 75].
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4.3.1 Evaluation

Datasets. We use datasets from three different domains: citation networks, co-

authorship networks, and co-purchase networks. We use the Cora and Citeseer citation

networks [166], the Coauthor-CS and Coauthor-Physics co-authorship networks, and the

Amazon-Computers and Amazon-Photos co-purchase networks [168]. We include dataset

statistics in Section 4.6.1.

Metric. Following work in the heterogeneous information network [30], knowledge-

graph [120], and recommendation systems [37, 90] communities, we choose to use Hits@k

over AUC-ROC metrics, since we often empirically prioritize ranking candidate links from

a selected node context (e.g. ranking the probability that user A will buy item B, C, or

D), as opposed to arbitrarily ranking a randomly chosen positive over negative link (e.g.

ranking whether the probability that user A buys item B is more likely than user C does not

buy item D). We report Hits@50 (k = 50) to strike a balance between the smaller datasets

like Cora and the larger datasets like Coauthor-Physics. However, for completeness of the

evaluation, we also include AUC-ROC results in Section 4.6.8.

Decoder. Since our goal is to evaluate the performance of the encoder, we use the

same decoder for all of our experiments across all of the methods. The choice of decoder has

also been previously studied [198, 196], so we use the best-performing decoder - a Hadamard

product MLP. For a candidate link (u, v), we have Ŷ = Dec(hu ∗ hv) where ∗ represents

the Hadamard product, and Dec is a two-layer MLP (with 256 hidden units) followed by a

sigmoid. For the self-supervised methods, we first train the encoder and freeze its weights

before training the decoder. As a contextual baseline, we also report results on an end-to-end
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Table 4.1 Transductive performance of different link prediction methods. We bold the
best-performing method and underline the second-best method for each dataset. BGRL
consistently outperforms other non-contrastive methods and GRACE, and also outperforms
ML-GCN, on 3/6 datasets.

End-To-End Contrastive Non-Contrastive

Dataset E2E-GCN ML-GCN GRACE CCA-SSG GBT BGRL

Cora 0.816±0.013 0.815±0.002 0.686±0.056 0.348±0.091 0.460±0.149 0.792±0.015

Citeseer 0.822±0.017 0.771±0.020 0.707±0.068 0.249±0.168 0.472±0.196 0.858±0.020

Amazon-Photos 0.642±0.029 0.430±0.032 0.486±0.025 0.369±0.013 0.434±0.038 0.562±0.013

Amazon-Computers 0.426±0.036 0.320±0.060 0.240±0.027 0.201±0.032 0.258±0.008 0.346±0.018

Coauthor-CS 0.762±0.010 0.787±0.011 0.456±0.066 0.229±0.018 0.298±0.033 0.515±0.016

Coauthor-Physics 0.798±0.018 0.810±0.003 OOM 0.157±0.009 0.187±0.011 0.476±0.015

GCN (E2E-GCN), for which we train the encoder and decoder jointly, backpropagating a

binary cross-entropy loss on link existence.

Transductive Evaluation

Transductive Setting. We first evaluate the performance of the methods in

the transductive setting, where we train on Gtrain = (V, Etrain) for Etrain ⊂ E , validate

our method on Gval = (V, Eval) for Eval ⊂ (E − Etrain), and test on Gtest = (V, Etest) for

Etest = E − Etrain − Eval. Note that the same nodes are present in training, validation,

and testing. We also do not introduce any new edges during inference time—inference is

performed on Etrain.

Results. The results of our evaluation are shown in Table 4.1. As expected,

the end-to-end GCN generally performs the best across all of the datasets. We also find

that CCA-SSG and GBT similarly perform poorly relative to the other methods. This is
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Figure 4.1 These plots show similarities between node embeddings. Left: distribution of
positive/negative link similarities for BGRL. Right: distribution of positive/negative link
similarities for ML-GCN. We can see that while they behave similarly, the ML-GCN does
a better job of ensuring that positive/negative links are well separated. These scores are
computed on Amazon-Photos.

intuitive, as neither method was designed for link prediction and were only evaluated for

node classification in their respective papers. Surprisingly, however, BGRL outperforms the

ML-GCN (the strongest contrastive baseline) on 3/6 of the datasets and performs similarly

on 1 other (Cora). It also outperforms GRACE across all of the datasets.

Understanding BGRL Performance. Interestingly, we find that BGRL exhibits

similar behavior to the ML-GCN on many datasets, despite the BGRL loss function (see

Equation (4.2)) not explicitly optimizing for this. Relative to an anchor node u, we can

express the max-margin loss of the ML-GCN as follows:

L(u) = Ev∼N(u)

[
Ew∼E−N(u)J(u, v, w)

]
(4.3)

where J(u, v, w) is the margin ranking loss for an anchor u, positive sample v, and negative

w:

J(u, v, w) = max{0,hu · hv − hu · hw +∆} (4.4)

and ∆ is a hyperparameter for the size of the margin. This seemingly explicitly optimizes

for the aforementioned ideal link prediction behavior (anchor-aware ranking of positive over
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negative links). Despite these circumstances, Figure 4.1 shows that both BGRL and ML-GCN

both clearly separate positive and negative samples, although ML-GCN pushes them further

apart. We provide some intuition on why this may occur in Section 4.6.10 below.

Why Does BGRL Not Collapse? The loss function for BGRL (see Equa-

tion (4.2)) is 0 when h
(2)
i = 0 or z̃i = 0, i.e., the loss is minimized when the model produces

all-zero outputs. While theoretically possible, this is clearly undesirable behavior since this

does not result in useful embeddings. We refer to this case as model collapse. It is not fully

understood why non-contrastive models do not collapse, but there have been several reasons

proposed in the image domain with both theoretical and empirical grounding. We discuss

this more in Section 4.6.9. Consistent with the findings from Thakoor et al. [183], we find

that collapse does not occur in practice (with reasonable hyperparameter selection).

Conclusion. We find that CCA-SSG and GBT generally perform poorly compared

to contrastive baselines. Surprisingly, we find that BGRL generally performs well in the

transductive setting by successfully separating positive and negative link distance distributions.

However, this setting may not be representative of real-world problems. In the next section,

we evaluate the methods in the more realistic inductive setting to see if this performance

holds.

Inductive Evaluation

Inductive Setting. While we observe some promising results in favor of non-

contrastive methods (namely, BGRL) in the transductive setting, we note that this setting is

not entirely realistic. In practice, we often have both new nodes and edges introduced at

inference time after our model is trained. For example, consider a social network upon which
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a model is trained at some time t1 but is used for inference (for a GNN, this refers to the

message-passing step) at time t2, where new users and friendships have been added to the

network in the interim. Then, the goal of a model run at time t2 would be to predict any

new links at new network state t3 (although we assume there are no new nodes introduced

at that step since we cannot compute the embedding of nodes without performing inference

on them first). To simulate this setting, we first partition the graph into two sets of nodes:

“observed” nodes (that we see during training) and “unobserved nodes” (that are only used

for inference and testing). We then withhold a portion of the edges at each of the time steps

t3, t2, t1 to serve as testing-only, inference-only, and training-only edges, respectively. We

describe this process in more detail in Section 4.6.4.

Results. Table 4.2 shows that in the inductive setting, BGRL is outperformed by

the contrastive ML-GCN on all datasets. It still outperforms CCA-SSG and GBT, but it is

much less competitive in the inductive setting. We next ask: what accounts for this large

difference in performance?

Why Does BGRL Not Work Well in the Inductive Setting? One possible

reason for the poor performance of BGRL in the inductive setting is that it is unable to

correctly differentiate unseen positives from unseen negatives, i.e., it is overfitting on the

training graph. Intuitively, this could happen due to a lack of negative samples—BGRL never

pushes samples away from each other. We show that this is indeed the case in Figure 4.2,

where BGRL’s negative link score distribution has heavy overlap with its positive link score

distribution. We can also see this behavior in Figure 4.1 where the ML-GCN does a clearly

better job of pushing positive/negative samples far apart, despite BGRL’s surprising success.
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EMA

Figure 4.3 TenGAN architecture diagram. The loss function is also shown in Equation (4.5).

Naturally, improving the separation between these distributions increases the chance of a

correct prediction. We investigate this hypothesis in Section 4.4 below and propose TenGAN

(Figure 4.3), a novel method to help alleviate this issue.
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4.4 Improving Inductive Performance in a Non-Contrastive

Framework

In order to reduce this systematic gap in performance between ML-GCN (the

best-performing contrastive model) and BGRL (the best-performing non-contrastive model),

we observe that we need to push negative and positive node pair representations further

apart. This way, pairs between new nodes—introduced at inference time—have a higher

chance of being classified correctly. Contrastive methods utilize negative sampling for this

purpose, but we wish to avoid negative sampling owing to high computational cost. In lieu

of this, we propose a simple, yet powerfully effective idea below.

Model Intuition. To emulate the effect of negative sampling without actually

performing it, we propose Triplet-BGRL (TenGAN). In addition to the two augmentations

performed during standard non-contrastive SSL training, we add a corruption to function

as a cheap negative sample. For each node, like BGRL, we minimize the distance between

its representations across two augmentations. However, taking inspiration from triplet-

style losses [83], we also maximize the distance between the augmentation and corruption

representations.

Model Design. Ideally, this model should not only perform better than BGRL in

the inductive setting, but should also have the same time complexity as BGRL. In order to

meet these expectations, we design efficient, linear-time corruptions (same asymptotic runtime

as the augmentations). We also choose to use the online encoder Encϕ to generate embeddings

for the corrupted graph so that TenGAN does not have any additional parameters. Figure 4.3
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Algorithm 1: PyTorch-style pseudocode for TenGAN

# Enc_o: online encoder network

# Enc_t: target encoder network

# Pred: predictor network

# lam: trade-off

# decay: EMA decay parameter

# g: input graph

# feat: node features

g1, feat1 = augment(g, feat) # augmentation #1

g2, feat2 = augment(g, feat) # augmentation #2

c_g, c_feat = corrupt(g, feat) # corruption

h1 = Enc_o(g1, feat1)

h2 = Enc_t(g2, feat2)

c_z = Enc_t(c_g, c_feat)

z1 = Pred(z1)

loss = lam*cosine_similarity(z1, c_z) \

- (1-lam)*cosine_similarity(z1, h2)

loss.backward() # backprop

# Update Enc_t with EMA

Enc_t.params = decay * Enc_t.params \

+ (1-decay) * Enc_o.params
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illustrates the overall architecture of the proposed TenGAN, and Algorithm 1 presents

PyTorch-style pseudocode. Our new proposed loss function is as follows:

LTenGAN =
λ

n

n−1∑
i=0

z̃i · ȟi

||z̃i|| ||ȟi||︸ ︷︷ ︸
TenGAN Loss Term

−(1− λ)

n

n−1∑
i=0

z̃i · h(2)
i

||z̃i|| ||h(2)
i ||︸ ︷︷ ︸

BGRL Loss

(4.5)

where λ is a hyperparameter controlling the repulsive forces between augmentation and

corruption.

Corruption Choice. We experiment with several different corruptions meth-

ods, but limit ourselves to linear-time corruptions in order to maintain the efficiency of

BGRL. We find that ShuffleFeatRandomEdge(A,X) = (Ǎ, X̌), where Ǎ∼{0, 1}n×n

and X̌ = ShuffleRows(X) works the best. We describe each of the different corruptions

we experimented with in Section 4.6.7.

Inductive Results. Table 4.2 shows that TenGAN improves inductive perfor-

mance over BGRL in 5/6 datasets, with very large improvements in the Cora and Citeseer

datasets. The only dataset where BGRL outperformed TenGAN is the Amazon-Photos

dataset. However, this gap is much smaller (0.01 difference in Hits@50) than the improve-

ments on the other datasets. We plot the scores output by the decoder for unseen negative

pairs compared to those for unseen positive pairs in Figure 4.2. We can see that TenGAN

pushes apart unseen negative and positive pairs much better than BGRL.

Transductive Results. We also evaluate the performance of TenGAN in

the transductive setting to ensure that it does not significantly reduce performance when

compared to BGRL. See Table 4.3 on the right for the results.

Difference from Contrastive Methods. While our method shares some similari-

ties with contrastive methods, we believe TenGAN is strictly non-contrastive because it does
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not require the O(n2) sampling from the complement of the edge index used by contrastive

methods. This is clearly shown in Figure 4.4, where T-BGRL and BGRL have similar

runtimes and are much faster than GRACE and ML-GCN. The corruption can be viewed as

a “negative” augmentation—with the only difference being that it changes the expected label

for each link. In fact, one of the corruptions that we consider, SparsifyFeatSparsifyEdge,

is essentially the same as the augmentations using by BGRL (except with much higher drop

probability). We discuss other corruptions below in Section 4.6.7.

Table 4.3 Transductive performance of Ten-
GAN compared to ML-GCN and BGRL (same
numbers as Table 4.1 above; full figure in Ta-
ble 4.5).

Dataset ML-GCN BGRL TenGAN

Cora 0.815 0.792 0.773±0.020

Citeseer 0.771 0.858 0.868±0.023

Coauthor-Cs 0.787 0.515 0.555±0.009

Coauthor-Physics 0.810 0.476 0.471±0.021

Amazon-Computers 0.320 0.346 0.315±0.015

Amazon-Photos 0.430 0.562 0.517±0.016

Scalability. We evaluate the run-

time of our model on different datasets. Fig-

ure 4.4 shows the running times to fully train

a model for different contrastive and non-

contrastive methods over 5 different runs.

Note that we use a fixed 10,000 epochs for

GRACE, CCA-SSG, GBT, BGRL, and Ten-

GAN, but use early stopping on the ML-

GCN with a maximum of 1,000 epochs. We find that (i) TenGAN is comparable to BGRL

in runtime owing to efficient choices of corruptions, (ii) it is about 4.3× faster than GRACE

on Amazon-Computers (the largest dataset which GRACE can run on), and (ii) it is 14×

faster than ML-GCN. CCA-SSG is the fastest of all the methods but performs the worst. As

mentioned above, we do not compare with SEAL [224] or other subgraph-based methods

due to how slow they are during inference. SUREL [209] is ~250× slower, and SEAL [224] is

about ~3900× slower according to [209]. In conclusion, we find that TenGAN is roughly as
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scalable as other non-contrastive methods, and much more scalable than existing contrastive

methods.
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Figure 4.4 Total runtime comparison of different contrastive and non-contrastive methods.
T-BGRL and BGRL have relatively similar runtimes and are significantly faster than the
contrastive methods (GRACE and ML-GCN).

4.5 Other Related Work

Link Prediction. Link prediction is a long-standing graph machine learning task.

Some traditional methods include (i) matrix [130, 193] or tensor factorization [2, 46] methods

which factor the adjacency and/or feature matrices to derive node representations which

can predict links equipped with inner products, and (ii) heuristic methods which score node

pairs based on neighborhood and overlap [216, 218, 151]. Several shallow graph embedding

methods [67, 149] which train node embeddings by random-walk strategies have also been
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used for link prediction. In addition to the node-embedding-based GNN methods mentioned

in Section 4.2, several works [209, 224, 77] propose subgraph-based methods for this task,

which aim to classify subgraphs around each candidate link. Few works focus on scalable

link prediction with distillation [73], decoder [196], and sketching designs [28].

Graph SSL Methods. Most graph SSL methods can be put categorized into

contrastive and non-contrastive methods. Contrastive learning has been applied to link

prediction with margin-loss-based methods such as PinSAGE [210], and GraphSAGE [75],

where negative sample representations are pushed apart from positive sample representations.

GRACE [236] uses augmentation [228] during this negative sampling process to further

increase the performance of the model. DGI [186] leverages mutual information maximization

between local patch and global graph representations. Some works [97, 94] also explore using

multiple contrastive pretext tasks for SSL. Several works [215, 119] also focus on graph-level

contrastive learning, via graph-level augmentations and careful negative selection. Recently,

non-contrastive methods have been applied to graph representation learning. Self-GNN [100]

and BGRL [183] use ideas from BYOL [66] and SimSiam [33] to propose a graph framework

that does not require negative sampling. We describe BGRL in depth in Section 4.2 above.

Graph Barlow Twins (GBT) [15] is adapted from the Barlow Twins model in the image

domain [219] and uses cross-correlation to learn node representations with a shared encoder.

CCA-SSG [222] uses ideas from Canonical Correlation Analysis (CCA) [85] and Deep CCA [5]

for their loss function. These models are somewhat similar in that it has also been shown

that Barlow Twins is equivalent to Kernel CCA [10].
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4.6 Conclusion

To our knowledge, this is the first work to study non-contrastive SSL methods and

their performance on link prediction. We first evaluate several contrastive and non-contrastive

graph SSL methods on link prediction tasks, and find that surprisingly, one popular non-

contrastive method (BGRL) is able to perform well in the transductive setting. We also

observe that BGRL struggles in the inductive setting, and identify that it has a tendency

to overfit the training graph, indicating it fails to push positive and negative node pair

representations far apart from each other. Armed with these insights, we propose TenGAN,

a simple but effective non-contrastive strategy which works by generating extremely cheap

“negatives” by corrupting the original inputs. TenGANsidesteps the expensive negative

sampling step evident in contrastive learning, while enjoying strong performance benefits.

TenGANimproves on BGRL’s inductive performance in 5/6 datasets while achieving similar

transductive performance, making it comparable to the best contrastive baselines, but with

a 14× speedup over the best contrastive methods.

Reproducibility Statement

To ensure reproducibility, our source code is available online at https://github.

com/snap-research/non-contrastive-link-prediction. The hyperparameters and in-

structions for reproducing all experiments are provided in the README.md file.
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Table 4.2 Performance of various methods in the inductive setting. See Section 4.3.1 for
an explanation of our inductive setting. Although we do not introduce TenGAN until
Section 4.4, we include the results here to save space.

End-To-End Contrastive Non-Contrastive

Dataset E2E-GCN ML-GCN GRACE GBT CCA-SSG BGRL T-BGRL

Overall

Cora 0.523±0.019 0.490±0.028 0.448±0.043 0.135±0.077 0.120±0.018 0.324±0.184 0.568±0.033

Citeseer 0.621±0.034 0.661±0.036 0.514±0.053 0.305±0.026 0.170±0.071 0.526±0.055 0.727±0.027

Coauthor-Cs 0.484±0.048 0.572±0.037 0.313±0.017 0.182±0.025 0.176±0.013 0.438±0.025 0.534±0.026

Coauthor-Physics 0.386±0.016 0.550±0.059 OOM 0.112±0.014 0.037±0.051 0.439±0.013 0.463±0.023

Amazon-Computers 0.179±0.010 0.279±0.044 0.212±0.057 0.172±0.015 0.155±0.013 0.270±0.034 0.312±0.027

Amazon-Photos 0.420±0.123 0.478±0.008 0.262±0.010 0.289±0.032 0.182±0.072 0.460±0.023 0.450±0.017

Performance on Observed-Observed Node Edges

Cora 0.574±0.020 0.490±0.029 0.557±0.038 0.149±0.084 0.124±0.026 0.345±0.196 0.624±0.027

Citeseer 0.610±0.023 0.621±0.021 0.602±0.050 0.358±0.031 0.197±0.082 0.605±0.045 0.768±0.021

Coauthor-Cs 0.504±0.047 0.591±0.034 0.332±0.018 0.187±0.023 0.177±0.013 0.462±0.025 0.535±0.026

Coauthor-Physics 0.390±0.015 0.566±0.058 OOM 0.117±0.014 0.039±0.054 0.445±0.012 0.469±0.023

Amazon-Computers 0.177±0.009 0.278±0.044 0.212±0.059 0.169±0.016 0.155±0.014 0.270±0.034 0.313±0.027

Amazon-Photos 0.418±0.123 0.483±0.009 0.265±0.011 0.295±0.031 0.185±0.070 0.467±0.023 0.457±0.015

Performance on Observed-Unobserved Node Edges

Cora 0.462±0.023 0.487±0.021 0.367±0.045 0.128±0.075 0.115±0.014 0.309±0.175 0.528±0.037

Citeseer 0.645±0.055 0.705±0.039 0.458±0.063 0.280±0.024 0.148±0.067 0.487±0.064 0.708±0.034

Coauthor-Cs 0.459±0.049 0.545±0.042 0.284±0.017 0.175±0.026 0.177±0.013 0.402±0.025 0.536±0.027

Coauthor-Physics 0.379±0.019 0.525±0.058 OOM 0.106±0.013 0.035±0.048 0.429±0.013 0.455±0.022

Amazon-Computers 0.183±0.010 0.281±0.045 0.213±0.056 0.177±0.014 0.155±0.011 0.270±0.034 0.312±0.027

Amazon-Photos 0.424±0.123 0.470±0.007 0.258±0.011 0.279±0.032 0.178±0.076 0.449±0.022 0.439±0.021

Performance on Unobserved-Unobserved Node Edges

Cora 0.239±0.027 0.507±0.063 0.252±0.066 0.100±0.076 0.125±0.020 0.287±0.164 0.463±0.065

Citeseer 0.595±0.073 0.681±0.101 0.287±0.039 0.137±0.019 0.126±0.043 0.271±0.078 0.595±0.045

Coauthor-Cs 0.372±0.043 0.483±0.046 0.230±0.019 0.159±0.037 0.157±0.011 0.341±0.032 0.517±0.032

Coauthor-Physics 0.365±0.024 0.505±0.065 OOM 0.098±0.013 0.034±0.047 0.424±0.014 0.445±0.026

Amazon-Computers 0.183±0.008 0.275±0.046 0.214±0.052 0.181±0.015 0.155±0.012 0.265±0.032 0.305±0.029

Amazon-Photos 0.419±0.126 0.461±0.014 0.251±0.010 0.265±0.044 0.172±0.084 0.442±0.028 0.416±0.027
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4.6.1 Dataset Statistics

Table 4.4 Statistics for the datasets used in our work.

Dataset Nodes Edges Features

Cora 2,708 5,278 1,433

Citeseer 3,327 4,552 3,703

Coauthor-Cs 18,333 163,788 6,805

Coauthor-Physics 34,493 495,924 8,415

Amazon-Computers 13,752 491,722 767

Amazon-Photos 7,650 238,162 745

4.6.2 Machine Details

We run all of our experiments on either NVIDIA P100 or V100 GPUs. We use

machines with 12 virtual CPU cores and 24 GB of RAM for the majority of our experiments.

We exclusively use V100s for our timing experiments. We ran our experiments on Google

Cloud Platform.

4.6.3 Transductive Setting Details

We use an 85/5/10 split for training/validation/testing data—following Zhang and

Chen [224], Cai et al. [22].

4.6.4 Inductive Setting Details

The inductive setting represents a more realistic setting than the transductive

setting. For example, consider a social network upon which a model is trained at some time
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t1 but is used for inference (for a GNN, this refers to the message-passing step) at time

t2, where new users and friendships have been added to the network in the interim. Then,

the goal of a model run at time t2 would be to predict any new links at new network state

t3 (although we assume there are no new nodes introduced at that step since we cannot

compute the embedding of nodes without performing inference on them first). To simulate

this setting, we first perform the following steps:

1. We withhold a portion of the edges (and the same number of disconnected node pairs)

to use as testing-only edges.

2. We partition the graph into two sets of nodes: “observed” nodes (that we see during

training) and “unobserved nodes” (that can only be seen during testing).

3. We mask out some edges to use as testing-only edges.

4. We mask out some edges to use as inference-only edges.

5. We mask out some edges to use as validation-only edges.

6. We mask out some edges to use as training-only edges.

As the test edges are sampled before the node split, there will be three kinds of them after

the splitting. Specifically: edges within observed nodes, edges between observed nodes and

unobserved nodes, and edges within unobserved nodes. For ease of data preparation, we use

the same percentages for the test edge splitting, unobserved node splitting, and validation

edge splitting. Specifically, we mask out 30% of the edges (at each of the above stages) on

the small datasets (Cora and Citeseer), and 10% on all the other datasets. We use a 30%
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split on the small datasets to ensure that we have a sufficient number of edges for testing

and validation purposes.

4.6.5 Experimental Setup

To ensure that we fairly evaluate each model, we run a Bayesian hyperparameter

sweep for 25 runs across each model-dataset combination with the target metric being the

validation Hits@50. Each run is the result of the mean averaged over 5 runs (retraining both

the encoder and decoder). We used the Weights and Biases [16] Bayesian optimizer for our

experiments. We provide a sample configuration file to reproduce our sweeps, as well as the

exact parameters used for the top TenGAN runs shown in our tables.

We used the reference GRACE implementation and BGRL implementation but

modified them for link prediction instead of node classification. We based our E2E-GCN off

of the OGB [87] implementation. We re-implemented CCA-SSG and GBT. The code for all

of our implementations and modifications can be found in the link in our paper above.

4.6.6 Full Results

Table 4.5 shows the results of all the methods (including TenGAN) on transductive

setting.
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Table 4.5 Full transductive performance table (combination of Tables 4.1 and 4.3).

End-To-End Contrastive Non-Contrastive

Dataset E2E-GCN ML-GCN GRACE CCA-SSG GBT BGRL T-BGRL

Cora 0.816±0.013 0.815±0.002 0.686±0.056 0.348±0.091 0.460±0.149 0.792±0.015 0.773±0.020

Citeseer 0.822±0.017 0.771±0.020 0.707±0.068 0.249±0.168 0.472±0.196 0.858±0.020 0.868±0.023

Amazon-Photos 0.642±0.029 0.430±0.032 0.486±0.025 0.369±0.013 0.434±0.038 0.562±0.013 0.517±0.016

Amazon-Computers 0.426±0.036 0.320±0.060 0.240±0.027 0.201±0.032 0.258±0.008 0.346±0.018 0.315±0.015

Coauthor-Cs 0.762±0.010 0.787±0.011 0.456±0.066 0.229±0.018 0.298±0.033 0.515±0.016 0.555±0.009

Coauthor-Physics 0.798±0.018 0.810±0.003 OOM 0.157±0.009 0.187±0.011 0.476±0.015 0.471±0.021

4.6.7 Corruptions

In this work, we experiment with the following corruptions:

1. RandomFeatRandomEdge: Randomly generate an adjacency matrix Ã and X̃

with the same sizes as A and X, respectively. Note that Ã and A also have the same

number of non-zero entries, i.e., the same number of edges.

2. ShuffleFeatRandomEdge: Randomly shuffle the rows of X, and generate a random

Ã with the same size as A. Note that Ã and A also have the same number of non-zero

entries, i.e., the same number of edges.

3. SparsifyFeatSparsifyEdge: Mask out a large percentage (we chose 95%) of the

entries in X and A.

Of these corruptions, we find that ShuffleFeatRandomEdge works the best

across our experiments.
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Table 4.6 Area under the ROC curve for the methods in the transductive setting.

End-To-End Contrastive Non-Contrastive

Dataset E2E-GCN ML-GCN GRACE CCA-SSG GBT BGRL T-BGRL

Cora 0.911±0.004 0.893±0.007 0.883±0.020 0.647±0.076 0.736±0.109 0.911±0.008 0.910±0.005

Citeseer 0.922±0.006 0.891±0.006 0.863±0.042 0.661±0.050 0.755±0.120 0.934±0.009 0.953±0.003

Coauthor-Cs 0.964±0.005 0.966±0.001 0.961±0.003 0.758±0.047 0.894±0.017 0.959±0.002 0.956±0.002

Coauthor-Physics 0.978±0.001 0.986±0.000 OOM 0.821±0.051 0.834±0.084 0.961±0.002 0.963±0.001

Amazon-Computers 0.985±0.001 0.983±0.001 0.951±0.011 0.907±0.025 0.946±0.007 0.969±0.002 0.976±0.001

Amazon-Photos 0.989±0.000 0.983±0.002 0.981±0.001 0.939±0.008 0.956±0.015 0.980±0.000 0.982±0.000

4.6.8 AUC-ROC Results

Here we include the area under the ROC curve for each of the different models

under both the inductive and transductive settings. Note that we perform early stopping

on the validation Hits@50 when training the link prediction model, not on the validation

AUC-ROC.

4.6.9 Why Does BGRL Not Collapse?

The loss function for BGRL (see Equation (4.2)) is 0 when h
(2)
i = 0 or z̃i = 0.

While theoretically possible, this is clearly undesirable behavior since this does not result in

useful embeddings. We refer to this case as the model collapsing. It is not fully understood

why non-contrastive models do not collapse, but there have been several reasons proposed in

the image domain with both theoretical and empirical grounding. Chen and He [33] showed

that the SimSiam architecture requires both the predictor and the stop gradient. This has

also been shown to be true for BGRL. Tian et al. [184] claim that the eigenspace of predictor

weights will align with the correlation matrix of the online network under the assumption
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Table 4.7 AUC-ROC of various methods in the inductive setting. See Section 4.3.1 for an
explanation of our inductive setting.

End-To-End Contrastive Non-Contrastive

Dataset E2E-GCN ML-GCN GRACE GBT CCA-SSG BGRL T-BGRL

Overall

Cora 0.788±0.015 0.842±0.008 0.858±0.012 0.704±0.032 0.595±0.035 0.814±0.022 0.920±0.008

Citeseer 0.810±0.016 0.873±0.004 0.886±0.010 0.691±0.007 0.621±0.070 0.891±0.006 0.954±0.003

Coauthor-Cs 0.881±0.040 0.956±0.001 0.944±0.001 0.875±0.036 0.831±0.068 0.968±0.001 0.958±0.001

Coauthor-Physics 0.957±0.004 0.976±0.001 OOM 0.818±0.092 0.614±0.050 0.974±0.001 0.976±0.001

Amazon-Computers 0.974±0.009 0.981±0.001 0.972±0.012 0.919±0.023 0.910±0.031 0.980±0.002 0.982±0.002

Amazon-Photos 0.976±0.003 0.982±0.001 0.977±0.002 0.962±0.011 0.885±0.057 0.984±0.000 0.981±0.001

Performance on Observed-Observed Node Edges

Cora 0.827±0.011 0.834±0.010 0.883±0.010 0.714±0.034 0.584±0.047 0.800±0.025 0.929±0.005

Citeseer 0.792±0.014 0.840±0.013 0.905±0.012 0.705±0.019 0.635±0.078 0.875±0.006 0.956±0.005

Coauthor-Cs 0.886±0.037 0.951±0.001 0.947±0.002 0.874±0.037 0.828±0.070 0.967±0.001 0.955±0.002

Coauthor-Physics 0.959±0.004 0.976±0.001 OOM 0.819±0.091 0.615±0.049 0.974±0.001 0.975±0.001

Amazon-Computers 0.974±0.010 0.981±0.001 0.971±0.012 0.918±0.024 0.910±0.030 0.979±0.002 0.981±0.002

Amazon-Photos 0.976±0.003 0.981±0.001 0.977±0.002 0.962±0.011 0.885±0.055 0.983±0.000 0.981±0.001

Performance on Observed-Unobserved Node Edges

Cora 0.741±0.022 0.844±0.010 0.840±0.017 0.696±0.030 0.602±0.024 0.818±0.023 0.912±0.010

Citeseer 0.841±0.019 0.901±0.005 0.877±0.012 0.687±0.016 0.610±0.069 0.904±0.006 0.955±0.004

Coauthor-Cs 0.877±0.045 0.964±0.001 0.940±0.001 0.876±0.036 0.836±0.067 0.969±0.001 0.964±0.001

Coauthor-Physics 0.953±0.004 0.975±0.001 OOM 0.817±0.093 0.612±0.052 0.975±0.001 0.976±0.000

Amazon-Computers 0.974±0.009 0.981±0.001 0.973±0.011 0.921±0.022 0.909±0.032 0.980±0.002 0.982±0.002

Amazon-Photos 0.977±0.003 0.983±0.001 0.977±0.002 0.963±0.012 0.884±0.059 0.986±0.000 0.981±0.002

Performance on Unobserved-Unobserved Node Edges

Cora 0.571±0.043 0.879±0.016 0.810±0.019 0.693±0.039 0.626±0.040 0.866±0.024 0.911±0.011

Citeseer 0.852±0.047 0.917±0.021 0.827±0.029 0.637±0.052 0.599±0.062 0.916±0.012 0.941±0.011

Coauthor-Cs 0.850±0.059 0.964±0.001 0.928±0.004 0.877±0.034 0.839±0.061 0.967±0.002 0.966±0.001

Coauthor-Physics 0.949±0.006 0.978±0.001 OOM 0.818±0.091 0.613±0.056 0.978±0.001 0.981±0.001

Amazon-Computers 0.970±0.010 0.979±0.001 0.969±0.011 0.914±0.022 0.899±0.035 0.977±0.002 0.979±0.003

Amazon-Photos 0.978±0.004 0.982±0.002 0.977±0.002 0.965±0.011 0.886±0.063 0.986±0.001 0.982±0.003
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of a one-layer linear encoder and a one-layer linear predictor. Wen and Li [201] looked at

the case of a two-layer non-linear encoder with output normalization and found that the

predictor is often only useful during the learning process and often converges to the identity

function. We did not observe this behavior on BGRL—the predictor is usually significantly

different from that of the identity function.

4.6.10 How Does BGRL Pull Representations Closer Together?

Here we clarify the intuition behind BGRL pulling similar points together. To

simplify this analysis, we assume that the predictor is the identity function, which Wen and

Li [201] found is true in the image representation learning setting. Although we have not

observed this in the graph setting, this assumption greatly simplifies our analysis, and we

argue it is sufficient to understand why BGRL works.

Suppose we have three nodes: an anchor node u, a neighbor v, and a non-neighbor

w. That is, we have (u, v) ∈ E , (u,w) ̸∈ E , and (v, w) ̸∈ E . Let u,v,w be the embeddings

for u, v, w, respectively (e.g. u = Enc(u)).

Assuming homophily between the nodes, we have u · v < u ·w.

We then apply the two augmentations on u, producing ũ1 = Aug1(u) and ũ2 =

Aug2(u). For the sake of simplicity, let us assume that we perform edge dropping and feature

dropping with the same probability p (in practice, they may be different from each other).

We represent the space of possible values for ũ1 and ũ2 as a circle with radius r centered at

u, where r is controlled by p.
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Figure 4.5 These plots show similarities between node embeddings on Coauthor-Cs. Left:
distribution of similarity to non-neighbors for TenGAN and BGRL (closer to 0 is better).
Right: distribution of similarity to neighbors for TenGAN and BGRL (closer to 1 is better).
Note that the y-axis is on a logarithmic scale. TenGAN clearly does a better job of ensuring
that negative link representations are pushed far apart from those of positive links.

The BGRL loss is stated in Equation (4.2) above, but we rewrite it relative to our

anchor u and with our assumption about the predictor:

Lu = − ũ1 · ũ2

||ũ1|| ||ũ2||
(4.6)

Minimizing this loss pushes ũ1 and ũ2 closer. Let us denote the encoder after one

round of optimization as Enc′. Then:

E
[
||Enc′(Aug(u))− Enc′(Aug(u))||

]
< E [||Enc(Aug(u))− Enc(Aug(u))||] (4.7)

Note that v in this example lies within the space of possible augmentations — that is, v ∈ A,

where A is the set of all possible values of Aug(u). This means, as we repeat this process,

we implicitly push u and v closer together — leading to distributions like those shown in

Figure 4.1.

4.6.11 Additional Plots
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Figure 4.6 These plots show similarities between node embeddings on Cora. Left: distribution
of similarity to non-neighbors for TenGAN and BGRL (closer to 0 is better). Right:
distribution of similarity to neighbors for TenGAN and BGRL (closer to 1 is better). Note
that the y-axis is on a logarithmic scale. TenGAN clearly does a better job of ensuring that
negative link representations are pushed far apart from those of positive links, but does not
do as well at differentiating between positive links.
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Chapter 5

Clustering-Accelerated Representation

Learning on Graphs

Self-supervised learning on graphs has made large strides in achieving great perfor-

mance in various downstream tasks. However, many state-of-the-art methods suffer from a

number of impediments, which prevent them from realizing their full potential. For instance,

contrastive methods typically require negative sampling, which is often computationally

costly. While non-contrastive methods avoid this expensive step, most existing methods

either rely on overly complex architectures or dataset-specific augmentations. In this paper,

we ask: Can we borrow from classical unsupervised machine learning literature in order

to overcome those obstacles? Guided by our key insight that the goal of distance-based

clustering closely resembles that of contrastive learning: both attempt to pull representations

of similar items together and dissimilar items apart. As a result, we propose CARL-G — a

novel clustering-based framework for graph representation learning that uses a loss inspired
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by Cluster Validation Indices (CVIs), i.e., internal measures of cluster quality (no ground

truth required). CARL-G is adaptable to different clustering methods and CVIs, and we

show that with the right choice of clustering method and CVI, CARL-G outperforms node

classification baselines on 4/5 datasets with up to a 79× training speedup compared to

the best-performing baseline. CARL-G also performs at par or better than baselines in node

clustering and similarity search tasks, training up to 1,500× faster than the best-performing

baseline. Finally, we also provide theoretical foundations for the use of CVI-inspired losses

in graph representation learning.

5.1 Introduction

Graphs can be used to represent many different types of relational data, including

chemistry graphs [29, 71], social networks [135, 166], and traffic networks [42, 181]. Graph

Neural Networks (GNNs) have been effective in modeling graphs across a variety of tasks, such

as for recommendation systems [210, 81, 159, 182, 53, 230], graph generation [213, 52, 172],

and node classification [236, 183, 224, 227, 95, 76]. These GNNs are traditionally [107]

trained with a supervised loss, which requires labeled data that is often expensive to obtain in

real-world scenarios. Graph self-supervised learning (SSL), a recent area of research, attempts

to solve this by learning multi-task representations without labeled data [236, 183, 94, 15, 98].

Most of these existing graph SSL methods can be grouped into either contrastive

or non-contrastive SSL. Contrastive learning pulls the representations of similar (“positive”)

samples together and pushes the representations of dissimilar (“negative”) samples apart.

In the case of graphs, this often means either pulling the representations of a node and its
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Figure 5.1 Comparison of our proposed methods with other baselines with respect to node
classification accuracy and speedup on the Amazon-Photos dataset. See Figure 5.3 for results
on the other datasets.

neighbors together [75] or pulling the representations of the same node across two different

augmentations together [215]. Graph contrastive learning methods typically use non-neighbors

as negative samples [236, 210], which can be costly. Non-contrastive learning [174, 183, 15,

113] avoids this step by only pulling positive samples together while employing strategies to

avoid collapse.

However, all of these methods have some key limitations. Contrastive methods

rely on a negative sampling step, which has an expensive quadratic runtime [183] and

requires careful tuning [208]. Non-contrastive methods often have complex architectures (ex.

extra encoder with exponentially updated weights [183, 113, 100]) and/or rely heavily on

augmentations [15, 222, 183, 229]. Lee et al. [113] shows that augmentations can change the
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Proposed Baseline Methods

CARL-G* AFGRL [113] BGRL [183] G-BT [15] GRACE [236] MVGRL [79]

Avoids Negative Sampling ✓ ✓ ✓ ✓ ✗ ✗

Augmentation-Free ✓ ✓ ✗ ✗ ✗ ✗

Single Encoder ✓ ✗ ✗ ✓ ✗ ✗

Single Forward Pass per Epoch ✓ ✗ ✗ ✗ ✗ ✗

Table 5.1 Comparison of different self-supervised graph learning methods. *: We use
CARL-Gsim as the representative method since it is the best-performing across all of the
criteria.

semantics of underlying graphs, especially in the case of molecular graphs (where perturbing

a single edge can create an invalid molecule).

Upon further inspection, we observe that the behavior of contrastive and non-

contrastive methods is somewhat similar to that of distance-based clustering [203]—both

attempt to pull together similar nodes/samples and push apart dissimilar ones. The primary

advantage of using clustering over negative sampling is that we can work directly in the smaller

embedding space, preventing expensive negative sampling over the graph. Furthermore, there

have been decades of research exploring the theoretical foundations of clustering methods and

many different metrics have been proposed to evaluate the quality of clusters [158, 24, 103, 47].

These metrics have been dubbed Cluster Validation Indices (CVIs) [6]. In this work, we

ask the following question: Can we leverage well-established clustering methods and CVIs to

create a flexible, fast, and effective GNN framework to learn node representations without

any labels?

It is worth emphasizing that our goal is not node clustering directly—it is self-

supervised graph representation learning. The goal is to develop a general framework that is

capable of learning node embeddings for various tasks, including node classification, node
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clustering, and node similarity search. There exists some similar work. DeepCluster [27]

trains a Convolutional Neural Network (CNN) with a supervised loss on pseudo-labels

generated by a clustering method to learn image embeddings.

AFGRL [113] uses clustering to select positive samples in lieu of augmentations

for graph representation learning and applies the general BGRL [183] framework to push

those representations together. SCD [175] searches over different hyperparameters to obtain

a clustering where the silhouette score is maximized. However, to the best of our knowledge,

there is no existing work in self-supervised representation learning that directly optimizes for

CVIs, which, as we elaborate below, presents us with tremendous potential in advancing and

accelerating the state of the art.

We fill this gap by proposing the novel idea of using Cluster Validation Indices

(CVIs) directly as our loss function for a neural network. In conjunction with advances in

clustering methods [164, 165, 114, 146], CVIs have been improved over the years as measures

of cluster quality after performing clustering and have been shown for almost 5 decades to

be effective for this purpose [158, 163, 6, 24].

Our proposed method, CARL-G, has several advantages over existing graph SSL

methods by virtue of CVI-inspired losses. First, CARL-G generally outperforms other graph

SSL methods in node clustering, clustering, and node similarity tasks (see Tables 5.2, 5.5

and 5.6). Second, CARL-G does not require the use of graph augmentations — which are

required by many existing graph contrastive and non-contrastive methods [236, 100, 183, 113,

15, 222] and can inadvertently alter graph semantics [113]. Third, CARL-G has a relatively

simple architecture compared to the dual encoder architecture of leading non-contrastive
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methods [183, 100, 113], drastically reducing the memory cost of our framework. Fourth,

we provide theoretical analysis that shows the equivalence of some CVI-based losses and a

well-established (albeit expensive) contrastive loss. Finally, CARL-G is sub-quadratic with

respect to the size of the graph and much faster than the baselines, with up to a 79× speedup

on Coauthor-CS over BGRL [183] (the best-performing baseline).

Our contributions can be summarized as follows:

• We propose CARL-G, the first (to the best of our knowledge) framework to use a Cluster

Validation Index (CVI) as a neural network loss function.

• We propose 3 variants of CARL-G based on different CVIs, each with its own advantages

and drawbacks.

• We extensively evaluate CARL-Gsim — the best all-around performer — across 5 datasets

and 3 downstream tasks, where it generally outperforms baselines.

• We provide theoretical insight on CARL-Gsim’s success.

• We benchmark CARL-Gsim against 4 state-of-the-art models and show that it is up to

79 × faster with half the memory consumption (with the same encoder size) compared

to the best-performing node classification baseline.

5.2 Preliminaries

Notation We denote a graph as G = (V, E). V is the set of n nodes (i.e., n = |V|) and

E ⊆ V × V is the set of edges. We denote the node-wise feature matrix as X ∈ Rn×f ,

where f is the dimension of raw node features, and its i-th row xi is the feature vector for

the i-th node. We denote the binary adjacency matrix as A ∈ {0, 1}n×n and the learned
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Figure 5.2 CARL-G architecture diagram. We describe the method in detail in Section 5.3.

node representations as H ∈ Rn×d, where d is the size of latent dimension, and hi is the

representation for the i-th node. Let N(u) be a function that returns the set of neighbors for

a given node u (i.e., N(u) = {v|(u, v) ∈ E}).

Let C be the set of clusters, Ci ⊆ V be the set of nodes in the i-th cluster, and

c = |C| be the number of clusters. For ease of notation, let U ∈ [1, c]n be the set of cluster

assignments, where Uu is the cluster assignment for node u. Let µ = 1
c

∑
u∈V hu be the

global centroid and µi =
1

|Ci|
∑

u∈Ci hu be the centroid for the i-th cluster.

5.2.1 Graph Neural Networks

A Graph Neural Network (GNN) [107, 75, 226] typically performs message-passing

along the edges of the graph. Each iteration of the GNN can be described as follows [160]:

h(k+1)
u = Update(k)

(
h(k)
u ,Aggregate(k)({h(k)

v ,∀v ∈ N(u)})
)
, (5.1)

where Update and Aggregate are differentiable functions, and h
(0)
u = xu. In this work,

we opt for simplicity and use Graph Convolutional Networks (GCNs) [107] as the default

GNN. These are GNNs where Update consists of a single MLP layer, and Aggregate is
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the mean of a node’s representation with its neighbors. Formally, each iteration of the GCN

can be written as:

h(k+1)
u = σ

W (k+1)
∑

v∈N(u)∪{u}

hv√
|N(u)| · |N(v)|

 . (5.2)

5.2.2 Cluster Validation Indices

Clustering is a class of unsupervised methods that aims to partition the input space

into multiple groups, known as clusters. The goal of clustering is generally to maximize the

similarity of points within each cluster while minimizing the similarity of points between

clusters [203]. In this work, we focus on centroid-based clustering algorithms like k-means [129]

and k-medoids [141].

Cluster Validation Indices (CVIs) [6] estimate the quality of a partition (i.e.,

clustering) by measuring the compactness and separation of the clusters without knowledge of

the ground truth clustering. Note that these are different from metrics like Normalized Mutual

Information (NMI) [38] or the Rand Index [153], which require ground truth information

of cluster labels. Many different CVIs have been proposed over the years and extensively

evaluated [6, 163].

Arbelaitz et al. [6] extensively evaluated 30 different CVIs over a wide variety of

datasets and found that the Silhouette [158], Davies-Bouldin* [103], and Calinski-Harabasz

(also known as the VRC: Variance Ratio Criterion) [24] indices perform best across 720

different synthetic datasets. The VRC has also been shown to be effective in determining

the number of clusters for clustering methods [163, 24, 132, 50]. As such, we focus on the
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silhouette index (the best-performing CVI) and VRC (an effective CVI — especially for

choosing the number of clusters) in this work.

Silhouette

The silhouette index computes the ratio of intra-cluster distance with respect to

the inter-cluster distance of itself with its nearest neighboring cluster. It returns a value in

[-1, 1], where a value closer to 1 signifies more desired and better distinguishable clustering.

The silhouette index [158] is defined as Sil(C) = 1
n

∑
u∈V s(u), where:

s(u) =
b(u)− a(u)

max{a(u), b(u)} , (5.3)

and

a(u) =
1

|CUu | − 1

∑
v∈(CUu−{u})

Dist(hu,hv) , (5.4)

b(u) = min
i ̸=Uu

1

|Ci|
∑
v∈Ci

Dist(hu,hv) . (5.5)

The runtime of computing the silhouette index for a given node is O(n), which can be

expensive if calculated over all nodes. We discuss this issue and a modified solution later in

Section 5.3.1.

Variance Ratio Criterion

The VRC [24] computes a ratio between its intra-cluster variance and its inter-

cluster variance. Its intra-cluster variance is based on the distances of each point to its
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centroid, and its inter-cluster variance is based on the distance from each cluster centroid to

the global centroid. Formally,

VRC(C) = n− c

c− 1

∑
Ck∈C |Ck|Dist(µk,µ)∑

Ck∈C
∑

u∈Ck Dist(hu,µ)
. (5.6)

For the purposes of this paper, we use Euclidean distance, i.e., Dist(a, b) = ∥a− b∥2.

5.3 Proposed Method

Problem Formulation

Given a graph G and its node-wise feature matrix X ∈ Rn×f , learn node embeddings

hu ∈ Rd for each node u ∈ V without any additional information (e.g. node class labels).

The learned embeddings should be suitable for various downstream tasks, such as node

classification and node clustering.

CARL-G

We propose CARL-G, which consists of three main steps (Figure 5.2). First, a GNN

encoder Enc(·) takes the graph as input and produce node embeddings H = Enc(X,A).

Next, a multi-layer perceptron (MLP) predictor network Pred(·) takes the embeddings by

GNN and produces a second set of node embeddings Z = Pred(H). We then perform

a clustering algorithm (e.g., k-means) on Z to produce a set of clusterings C. It is worth

noting that the clustering algorithm does not have to be differentiable. Finally, we compute

a cluster validation index (CVI) on the cluster assignments and backpropagate to update

the encoder’s and predictor’s parameters. After training, only the GNN encoder Enc(·)

and its produced embeddings H are used to perform downstream tasks, and the predictor
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network Pred(·) is discarded (similar to the prediction heads in non-contrastive learning

work [183, 113, 100]).

5.3.1 Training CARL-G

As aforementioned in Section 5.2.2, we evaluate the silhouette index [158] and

the VRC [24] as learning objectives. In order to use them effectively, we must make slight

modifications to the loss functions. First, we must negate the functions since a higher score

is better for both CVIs, and we typically want to minimize a loss function. Second, while

Sil(C) = 1 and VRC(C) → ∞ are theoretically ideal, we find this is generally not true

in practice. This is because the clustering method may miscluster some nodes and fully

maximizing the CVIs will push the misclustered representations too close together, negatively

impacting a classifier’s ability to distinguish them. To bound the maximum values of our

loss, we add τSil and τvrc — the target silhouette and VRC indices, respectively. The

silhouette-based and VRC-based losses are then defined as follows:

LSil = |τSil − Sil(C)| , Lvrc = |τvrc − VRC(C)| , (5.7)

where τSil ∈ [−1, 1] is the target silhouette index and τvrc ∈ [0,∞) is the target VRC.

Upon careful inspection of Equation (5.3), we can observe that the computational

complexity for the silhouette is O(n2), while the complexity of VRC is only O(nc), where

c ≪ n. This is a critical weakness in using the silhouette, especially when the goal is to avoid

a quadratic runtime (the typical drawback of contrastive methods). Backpropagating on

this loss function would also result in quadratic memory usage because we have to store the

gradients for each operation. To resolve this issue, we leverage the simplified silhouette [86],
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which instead uses the centroid distance. The simplified silhouette has been shown to have

competitive performance with the original silhouette [189] while being much faster — running

in O(nc) time. As such, we also try the simplified silhouette, which can be written as:

s′(u) =
b′(u)− a′(u)

max{a′(u), b′(u)} , (5.8)

where i = Uu is the cluster assignment for u and

a′(u) = Dist(hu,µi) , b′(u) = min
Ck ̸=Ci

Dist(hu,µi) . (5.9)

We use the same loss function as LSil (Equation (5.7)), simply substituting s′(u) for s(u)

(see Section 5.2.2), and name it Lsim.

5.3.2 Clustering Method

k-means We primarily focus on k-means clustering for this framework due to its fast linear

runtime (although we do briefly explore using k-medoids in Section 5.4.3 below). The goal of

k-means is to minimize the sum of squared errors—also known as the inertia or within-cluster

sum of squares. Formally, this can be written as:

argmin
C

c∑
i=1

∑
x∈Ci

Dist(x,µi) . (5.10)

Finding the optimal solution to this problem is NP-hard [39], but efficient approximation

algorithms [165, 126] have been developed that return an approximate solution in linear time

(see Section 5.5). While k-means is fast, it is known to be heavily dependent on its initial

centroid locations [21, 8], which can be partially solved via repeated re-initialization and

picking the clustering that minimizes the inertia.

77



Poor initialization is typically not a large issue in k-means use cases since the end

goal is usually to compute a single clustering so we can simply repeat and re-initialize until

we are satisfied. However, since we generate a new clustering once per epoch in CARL-G, poor

initialization can result in a large amount of variance between epochs.

To minimize the chance of poor centroid initialization occurring during training,

we carry the cluster centroids over between epochs. The centroids will naturally update after

running k-means since the embeddings Z changes each epoch (after backpropagation with

CVI-based loss).

5.3.3 Theoretical Analysis

To gain a theoretical understanding of why our framework works, we compare it to

Margin loss — a fundamental contrastive loss function that has been shown to work well for

self-supervised representation learning [75, 210]. We show that CVI-based loss (especially

silhouette loss) has some similarity to Margin based loss, which intuitively explains the

success of CVI-based loss. In addition, we show that CVI-based loss has the advantages of

(a) lower sensitivity to graph structure, and (b) no negative sampling required.

Similarity analysis of CVI-based loss and Margin loss

Both Margin loss and CVI-based loss fundamentally consist of two terms: one

measuring the distance between neighbors/inter-cluster points and one measuring the distance

between non-neighbors/inter-cluster points. This similarity allows us to analyze basic versions

of our proposed silhouette loss and margin loss in the context of node classification and show

that they are identical in both of their ideal cases. We further analyze the sensitivity of
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these losses with respect to various parameters of the graph to examine the advantages and

disadvantages of our proposed method. To do this, we first define the mean silhouette and

margin loss functions:

Definition 1 (Mean Silhouette) We define the mean silhouette loss (removing the hyper-

parameter τSil, focusing on the numerator (un-normalizing the index) and replacing min with

the mean) as follows:

Lms(u) = −(bms(u)− a(u)) = a(u)− bms(u) , (5.11)

where

bms(u) =
1

c− 1

∑
j ̸=i

1

|Cj |
∑
v∈Cj

Dist(hu,hv) . (5.12)

Definition 2 (Margin Loss) We define margin loss as follows:

ml(u) =
1

|N(u)|
∑

v∈N(u)

Dist(hu,hv) (5.13)

− 1

|V −N(u)− {u}|
∑

t̸∈N(u)

Dist(hu,ht) .

It is worth noting that this margin loss differs from the max-margin loss traditionally used

in graph SSL [210]. We simplify it above in Theorem 2 by removing the max function for

ease of analysis.

Let L be the set of true class labels, and Lu be the class label for a node u ∈ V.

We define the expected inter-class and intra-class distances as follows:

E [Dist(hu,hv)] =


α, if Lu = Lv ;

β, otherwise,

(5.14)

79



where α, β ∈ R+. Next, let

P ((u, v) ∈ E) =


p, if Lu = Lv ;

q, otherwise,

(5.15)

i.e., G follows a stochastic block model with a probability matrix P ∈ [0, 1]c×c of the form:

P =



p q q q

q

q

q p


. (5.16)

Note that q does not necessarily equal 1 − p. Finally, we define the inter-class clustering

error rate ϵ and intra-class clustering error rate δ as follows:

P (Cu ̸= Cv|Lu = Lv) = ϵ ; (5.17)

P (Cu = Cv|Lu ̸= Lv) = δ . (5.18)

Claim 3 Given the above assumptions, the expected value of the simplified silhouette loss

approaches that of the margin loss as p → 1, q → 0, and ϵ, δ → 0.

Proof. To find E [Ls(u)], we first find E [a(u)] and E [bs(u)]:

E [a(u)] =
α

c
− ϵα

c
+ δβ − δβ

c
; (5.19)

E [bs(u)] =
ϵα

c
+ β − βδ − β

c
+

δβ

c
; (5.20)

E [Ls(u)] = E [a(u)]− E [bs(u)] (5.21)

= −2ϵα

c
− 2δβ

c
+

β

c
+

α

c
− β + 2δβ .
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Next, we take its limit as ϵ, δ → 0:

lim
ϵ,δ→0

(
−2ϵα

c
− 2δβ

c
+

β

c
+

α

c
− β + 2δβ

)
=

β

c
+

α

c
− β . (5.22)

To find E [ml(u)], we first find the expected value of its left and right sides:

E

 1

N(u)

∑
v∈N(u)

Dist(hu,hv)

 =
αp

c
+ βq − βq

c
; (5.23)

E

 1

|V −N(u)− {u}|
∑

t̸∈N(u)

Dist(hu,ht)

 (5.24)

=
α

c
− αp

c
+ β − βq − β

c
+

βq

c
. (5.25)

Substituting them back in, we get

E [ml(u)] =
2αp

c
+ 2βq − 2βq

c
− α

c
+

β

c
− β . (5.26)

Taking its limit as p → 1, q → 0, we find

lim
p→1,q→0

(
2αp

c
+ 2βq − 2βq

c
− α

c
+

β

c
− β

)
(5.27)

=
2α

c
− α

c
+

β

c
− β =

α

c
+

β

c
− β . (5.28)

∴ lim
p→1,q→0

E [ml(u)] = lim
ϵ,δ→0

E [Ls(u)] . (5.29)

Since the two loss functions are identical in their ideal cases, one may wonder: Why not

use margin loss instead? Well, the silhouette-based loss has two key advantages:

Lower sensitivity to graph structure.

The margin loss is minimized as p → 1 and q → 0. However, p and q are attributes

of the graph itself, making it difficult for a user to directly improve the performance of a model

using that loss function. On the other hand, the mean silhouette depends on ϵ and δ, the

81



inter/intra-class clustering error rates, instead. Even on the same graph, a silhouette-based

loss can likely be improved by either choosing a more suitable clustering method or distance

metric. This greatly increases the flexibility of this loss function.

No negative sampling.

Negative sampling is required for most graph contrastive methods and often requires

either many samples [79] or carefully chosen samples [212, 207]. This is costly, often costing

quadratic time [183]. The primary advantage of non-contrastive methods is that they avoid

this step [15, 183]. The simplified silhouette avoids this issue by only working in the n× d

embedding space instead of the n× n graph. It also contrasts node representations against

centroid representations instead of against other nodes directly.

5.4 Experimental Evaluation

We evaluate 3 variants of CARL-G: (a) CARL-GSil — based on the silhouette loss

in Equation (5.7), (b) CARL-GVRC — based on the VRC loss in Equation (5.7), and (c)

CARL-Gsim — based on the simplified silhouette loss in Equation (5.8). We evaluate these

variants on 5 datasets on node classification and thoroughly benchmark their memory usage

and runtime. We then select the best-performing variant, CARL-Gsim, and evaluate its

performance across 2 additional tasks: node clustering, and embedding similarity search.

Node Classification

A common task for GNNs is to classify each node into one of several different classes.

In the supervised setting, this is often explicitly optimized for during the training process
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since the GNN is typically trained with cross-entropy loss over the labels [107, 75] but this is

not possible for graph SSL methods where we do not have the labels during the training of

the GNN. As such, the convention [186, 236, 15, 183, 113] is to train a logistic regression

classifier on the frozen embeddings produced by the GNN.

Following previous works, we train a logistic regression model with ℓ2 regularization

on the frozen embeddings produced by our encoder model. We compare against a variety of

self-supervised baselines, including both GNN-based and non-GNN-based: DeepWalk [149],

RandomInit [186], DGI [186], GMI [147], MVGRL [79], GRACE [236], G-BT [15], AF-

GRL [113], and BGRL [183]. We also evaluate our method against two supervised models:

GCA [237] and a GCN [107]. We follow [183, 113] and use an 80/10/10 train/validation/test,

early stopping on the validation accuracy. We re-run AFGRL and BGRL using their pub-

lished code and weights (where possible) on that split1. Finally, we use node2vec results from

[113] and the reported results of the other baseline methods from their respective papers.

See Section 5.4.4 for implementation details.

Node Clustering

Following previous graph representation learning work [79, 142, 113], we also evaluate

CARL-G on the task of node clustering. We fit a k-means model on the generated embeddings

H using the evaluation criteria from [113] — NMI and cluster homogeneity. Following [113],

we re-run our model with different hyperparameters (the embeddings are not the same as

node classification) and report the highest clustering scores. Due to computational resource
1The official BGRL implementation online uses an 80/0/20 split compared to the 80/10/10 split mentioned

in [183], so we re-run their trained models on an 80/10/10 split. Most results are similar but we get slightly
different results on Amazon-Computers.
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constraints, we choose to only evaluate CARL-Gsim, the overall best-performing model. We

report the scores of the baselines models from [113].

Similarity Search

Following [113], we evaluate our model on node similarity search. The goal of

similarity search is to, given a query node u, return the k nearest neighbors. In our setting,

the goal is to return other nodes belonging to the same class as the query node. We evaluate

the performance of each method by computing its Hits@k — the percentage of the top k

neighbors that belong to the same class. Similar to [113], we evaluate our model every epoch

and report the highest similarity search scores. We use k ∈ {5, 10} and use the scores from

[113] as baseline results.

5.4.1 Evaluation Results

Node Classification Performance

We show the node classification accuracy of our three proposed methods along

with the baseline results in Table 5.5. CARL-GSil generally performs the best of all the

evaluated methods, with the highest accuracy on 4/5 of the datasets (all except Wiki-CS).

CARL-Gsim generally performs similarly to CARL-GSil, with similar performance on all datasets

except Wiki-CS and Amazon-Photos, and still outperforms the baselines on 4/5 datasets.

CARL-GVRC is the weakest-performing method of the three methods. It only outperforms

baselines on 2/5 datasets. Since CARL-Gsim is much faster than CARL-GSil (see Section 5.3.1

and Figure 5.4a) without sacrificing much performance, we focus on CARL-Gsim for the

remainder of the evaluation tasks.

84



GRACE GCA BGRL AFGRL CARL-Gsim

WikiCS
NMI 0.428 0.337 0.397 0.413 0.471

Hom. 0.442 0.353 0.416 0.430 0.491

Computers
NMI 0.479 0.528 0.536 0.552 0.558

Hom. 0.522 0.582 0.587 0.604 0.607

Photo
NMI 0.651 0.644 0.684 0.656 0.701

Hom. 0.666 0.658 0.700 0.674 0.718

Co.CS
NMI 0.756 0.762 0.773 0.786 0.790

Hom. 0.791 0.797 0.804 0.816 0.815

Co.Physics
NMI OOM OOM 0.557 0.729 0.771

Hom. OOM OOM 0.602 0.735 0.776

Table 5.2 Node clustering performance in terms of cluster NMI and homogeneity. CARL-Gsim

outperforms the baselines on 4/5 datasets.

Node Clustering Performance

We evaluate CARL-Gsim on node clustering and display the results in Table 5.2. We

find that it generally outperforms its baselines on 5/5 datasets in terms of NMI and 4/5

datasets in terms of homogeneity. CARL-Gsim and AFGRL [113] both encourage a clusterable

representations by utilizing k-means clustering as part of their respective training pipelines.

Similarity Search Performance

We evaluate CARL-Gsim on similarity search in Table 5.6, where it roughly performs

on par with AFGRL, the best-performing baseline. This is surprising, as AFGRL specifically
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Figure 5.3 Runtime v.s. accuracy plots. CARL-Gsim, CARL-GSil, and CARL-GVRC are our
proposed methods. Speedup is relative to the slowest baseline (AFGRL). AFGRL and
GRACE run out of memory on Coauthor-Physics.

optimizes for the similarity search task by using k-NN as one of the criteria to sample

neighbors.

5.4.2 Resource Benchmarking

We benchmark the 3 variants of our proposed method against BGRL [183] (the

best-performing baseline), AFGRL [113] (the most recent baseline), G-BT [15] (the fastest

baseline), and GRACE [236] (a strong contrastive baseline). We time the amount of time

it takes to train each of the best-performing node classification models. We remove all

evaluation code and purely measure the amount of time it takes to train each method, taking

care to synchronize all asynchronous GPU operations. We use the default values in the

respective papers for AFGRL and BGRL: 5,000 epochs for AFGRL and 10,000 epochs for

BGRL. We use 50 epochs for CARL-G, although our method converges much faster in practice.

We also measure the GPU memory usage of each method. We use the hyperparame-

ters by the respective paper authors for each dataset, which is why the methods use different

encoder sizes. Note that the encoder sizes greatly affect the runtime and memory usage of
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each model, so we report the layer sizes used in Table 5.3. Our benchmarking results can be

found in Figures 5.4a and 5.4b.

Computers Photos Co-CS Co-Phy Wiki

AFGRL [512] [512] [1024] OOM [1024]

BGRL [256,128] [256,128] [512,256] [256,128] [512,256]

G-BT [256,128] [512,256] [512,256] [256,128] [512,256]

GRACE [256,128] [256,128] [512,256] [256,128] [512,256]

CARL-Gsim [512,256] [512,256] [512,256] [512,256] [512,256]

CARL-GSil [512,256] [512,256] [512,256] [512,256] [512,256]

CARL-GVRC [512,256] [512,256] [512,256] [512,256] [512,256]

Table 5.3 GCN layer sizes used by the encoder for each method. The layer sizes greatly affect
the amount of memory used by each model (shown in Figure 5.4b).

CARL-G is fast.

In Figure 5.4a, we show that CARL-Gsim is much faster than competing baselines,

even in cases where the encoder is larger (see Table 5.3). BGRL is the best-performing node

classification baseline, and CARL-Gsim is about 79× faster on Coauthor-CS, and 57× faster

on Coauthor-Physics. AFGRL is by far the slowest method, requiring much longer to train.
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Figure 5.5 Node classification accuracy of CARL-Gsim on Amazon-Photos and
Coauthor-Physics with a different number of clusters.
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CARL-G works with a fixed encoder size

We find that CARL-G works well with a fixed encoder size (see Table 5.3). Unlike

AFGRL, BGRL, GRACE, and G-BT, we fix the encoder size for CARL-G across all datasets.

This has practical advantages by allowing a user to fix the model size across datasets, thereby

reducing the number of hyperparameters in the model. We observed that increasing the

embedding size also increases the performance of our model across all datasets. This is not

true for all of our baselines — for example, [113] found that BGRL, GRACE, and GCA

performance will often decrease in performance as embedding sizes increase. We limited our

model embedding size to 256 for a fair comparison with other models.

CARL-Gsim uses much less memory for the same encoder size.

When the encoder sizes of baseline methods are the same, CARL-Gsim uses much

less memory than the baselines. The GPU memory usage of CARL-Gsim is also much lower

than (about half) the memory usage of a BGRL model of the same size. This is because

BGRL stores two copies of the encoder with different weights. The second encoder’s weights

gradually approach that of the first encoder during training but still takes up twice the space

compared to single-encoder models like CARL-Gsim or G-BT [15].

CARL-Gsim’s runtime is linear with respect to the number of neighbors.

In Section 5.3.1, we mention that the runtime of CARL-GSil, the silhouette-based loss,

is O(n2). This was the motivation for us to propose CARL-Gsim — the simplified-silhouette-

based loss which has an O(nc) runtime instead.
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5.4.3 Ablation Studies

We perform an ablation and sensitivity analysis on several aspects of our model.

First, we examine the sensitivity of our model with respect to c—the number of clusters.

Second, we examine the effect of using k-medoids instead of k-means. Finally, we try to

inject more graph structural information during the clustering stage to see if we are losing

any information.

Effect of the number of clusters.

We perform sensitivity analysis on c — the number of clusters (see Figures 5.5a

and 5.5b). We find that, generally, the accuracy of our method goes up as the number of

clusters increases. As the number of clusters continues to increase, the accuracy begins to

drop. This implies that, much like traditional clustering [163], there is some “sweet spot” for

c. However, it is worth noting that this number does not directly correspond to the number

of classes in the data and is much higher than c for all of the datasets. DeepCluster [27] also

makes similar observations, where they find 10,000 clusters is ideal for ImageNet, despite

there only being 1,000 labeled classes.

Table 5.4 k-medoids w/ CARL-Gsim.

Dataset Accuracy ∆

Computers -1.41

Co.CS -0.33

Co.Phy -0.07

Photos -0.11
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k-medoids v.s. k-means.

We study the effect of using k-medoids instead of k-means as our clustering algorithm.

Both algorithms are partition-based clustering methods [203] and have seen optimizations in

recent years [164, 165]. We find that the k-means-based CARL-Gsim generally performs better

across all 4 of the evaluated datasets. The differences in node classification accuracy are

shown in Table 5.4.

Does additional information help?

It may appear as if we are losing graph information by working only with the

embeddings. If this is the case, we should be able to improve the performance of our method

by injecting additional information into the clustering step. We can do this by modifying the

distance function of our clustering algorithm to the following:

Dist(hu,hv) = λ ∥hu − hv∥2 + (1− λ)Du,v , (5.30)

where D is the all-pairs shortest path (APSP) length matrix of G. This allows us to inject

node neighborhood information into the clustering algorithm on top of the aggregation

performed by the GNN. However, we find there is no significant change in performance for

low λ and performance decreases for high λ. This helps confirm the hypothesis that the

GNN encoder is able to successfully embed a sufficient amount of structural data in the

embedding.
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Method Wiki-CS Amazon-Computers Amazon-Photos Coauthor-CS Coauthor-Physics

Traditional

Raw Features 71.98 ± 0.00 73.81 ± 0.00 78.53 ± 0.00 90.37 ± 0.00 93.58 ± 0.00

node2vec [67] 71.79 ± 0.05 84.39 ± 0.08 89.67 ± 0.12 85.08 ± 0.03 91.19 ± 0.04

DeepWalk [149] 74.35 ± 0.06 85.68 ± 0.06 89.44 ± 0.11 84.61 ± 0.22 91.77 ± 0.15

DeepWalk [149] + Feat. 77.21 ± 0.03 86.28 ± 0.07 90.05 ± 0.08 87.70 ± 0.04 94.90 ± 0.09

GNN SSL

Random-Init [186] 78.95 ± 0.58 86.46 ± 0.38 92.08 ± 0.48 91.64 ± 0.29 93.71 ± 0.29

DGI [186] 75.35 ± 0.14 83.95 ± 0.47 91.61 ± 0.22 92.15 ± 0.63 94.51 ± 0.09

GMI [147] 74.85 ± 0.08 82.21 ± 0.31 90.68 ± 0.17 OOM OOM

MVGRL [79] 77.52 ± 0.08 87.52 ± 0.11 91.74 ± 0.07 92.11 ± 0.12 95.33 ± 0.03

GRACE [236] 80.14 ± 0.48 89.53 ± 0.35 92.78 ± 0.45 91.12 ± 0.20 OOM

G-BT [15] 76.65 ± 0.62 88.14 ± 0.33 92.63 ± 0.44 92.95 ± 0.17 95.07 ± 0.17

AFGRL [113] 78.52 ± 0.72 89.55 ± 0.36 92.91 ± 0.26 93.14 ± 0.23 OOM

BGRL [183] 79.98 ± 0.10 89.90 ± 0.19 93.17 ± 0.30 93.34 ± 0.13 95.77 ± 0.05

Proposed

CARL-GVRC 78.81 ± 0.49 88.90 ± 0.39 93.31 ± 0.36 93.18 ± 0.31 95.92 ± 0.14

CARL-Gsim 79.58 ± 0.60 90.14 ± 0.33 93.37 ± 0.37 93.36 ± 0.39 95.96 ± 0.09

CARL-GSil 79.73 ± 0.44 90.14 ± 0.34 93.44 ± 0.32 93.37 ± 0.33 95.97 ± 0.14

Supervised
GCA [237] 78.35 ± 0.05 88.94 ± 0.15 92.53 ± 0.16 93.10 ± 0.01 95.73 ± 0.03

Supervised GCN [107] 77.19 ± 0.12 86.51 ± 0.54 92.42 ± 0.22 93.03 ± 0.31 95.65 ± 0.16

Table 5.5 Table of node classification accuracy. Bolded entries indicate the highest accuracy
for that dataset. Underlined entries indicate the second-highest accuracy. OOM indicates
out-of-memory.

92



GRACE GCA BGRL AFGRL CARL-Gsim

WikiCS
Hits@5 0.775 0.779 0.774 0.781 0.789

Hits@10 0.765 0.767 0.762 0.766 0.775

Computers
Hits@5 0.874 0.883 0.895 0.897 0.881

Hits@10 0.864 0.874 0.886 0.889 0.871

Photo
Hits@5 0.916 0.911 0.925 0.924 0.922

Hits@10 0.911 0.905 0.920 0.917 0.917

Co.CS
Hits@5 0.910 0.913 0.911 0.918 0.916

Hits@10 0.906 0.910 0.909 0.914 0.914

Co.Physics
Hits@5 OOM OOM 0.950 0.953 0.953

Hits@10 OOM OOM 0.946 0.949 0.950

Table 5.6 Performance on similarity search. Surprisingly, CARL-G performs fairly well on this
task, despite not being explicitly optimized for this task (unlike AFGRL, which uses KNN
during training).
5.4.4 Implementation Details

For fair evaluation with other baselines, we elect to use a standard GCN [107]

encoder. Our focus is on the overall framework rather than the architecture of the encoder.

All of our baselines also use GCN layers. Following [183, 113], we use two-layer GCNs for all

datasets and use a two-layer MLP for the predictor network.We implement our model with

PyTorch [143] and PyTorch Geometric [54]. A copy of our code is publically available at

https://github.com/willshiao/carl-g. We adapt the code from [173], which contains

implementations of BGRL [183], GRACE [236], and GBT [15] to use the split and downstream

tasks from [113]. We also use the official implementation of AFGRL [113]. We perform 50

runs of Bayesian hyperparameter optimization on each dataset and task for each of our 3
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methods. The hyperparameters for our results are available at that link. All of our timing

experiments were conducted on Google Cloud Platform using 16 GB NVIDIA V100 GPUs.

5.4.5 Limitations & Future Work

While our proposed framework has been shown to be highly effective in terms of

both training speed and performance across the 3 tasks, there are also some limitations to

our approach. One such limitation is that we use hard clustering assignments, i.e., each

node is assigned to exactly one cluster. This can pose issues for multi-label datasets like the

Protein-Protein Interaction (PPI) [238] graph dataset. One possible solution to this problem

is to perform soft clustering and use a weighted average of CVIs for second/tertiary cluster

assignments, but this would require major modifications to our method, and we reserve an

exploration of this for future work.

5.5 Additional Related Work

Deep Clustering. A related, but distinct, area of work is deep clustering, which uses a

neural network to directly aid in the clustering of data points [4]. However, the fundamental

goal of deep clustering differs from graph representation learning in that the goal is to produce

a clustering of the graph nodes rather than just representations of them. An example of this

is DEC [202], which uses a deep autoencoder with KL divergence to learn cluster centers,

which are then used to cluster points with k-means.

Clustering for Representation Learning. There exists work that uses clustering to

learn embeddings [231, 27, 204]. Notably, DeepCluster [27] trains a CNN with standard
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cross-entropy loss on pseudo-labels produced by k-means. Similarly, [204] simultaneously

performs clustering and dimensionality reduction with a deep neural network. The key

difference between those models and our proposed framework is that we use graph data and

CVI-based losses instead of traditional supervised losses.

Clustering for Efficient GNNs. There also exists work that uses clustering to speed

up GNN training and inference. Cluster-GCN [35] samples node blocks produced by graph

clustering algorithms and speeds up GCN layers by limiting convolutions within each block

for training and inference. However, it is worth noting that it computes a fixed clustering,

rather than updating the clustering jointly with our model (unlike CARL-G). FastGCN [31]

does not explicitly cluster nodes but uses Monte Carlo importance sampling to similarly

reduce neighborhood size and improve the speed of GCNs.

Efficient k-means. Over the years, many variants and improvements to k-means have

been proposed. The original method proposed to solve the k-means assignment problem was

Lloyd’s algorithm [126]. Since then, several more efficient algorithms have been developed.

Bottou and Bengio [20] propose using stochastic gradient descent for finding a solution.

Sculley [165] further builds on this work by proposing a k-means variant that uses mini-

batching to dramatically speed up training. Finally, approximate nearest-neighbor search

libraries like FAISS [96] allow for efficient querying of nearest neighbors, further speeding up

training.
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5.6 Conclusion

In this chapter, we are the first to introduce Cluster Validation Indexes in the

context of graph representation learning. We propose a novel CVI-based framework and

investigate trade-offs between different CVI variants. We find that the loss function based

on the simplified silhouette achieves the best overall performance to runtime ratio. It

outperforms all baselines across 4/5 datasets in node classification and node clustering tasks,

training up to 79× faster than the best-performing baseline. It also performs on-par with

the best performing node similarity search baseline while training 1,500× faster. Moreover,

to more comprehensively understand the effectiveness of CARL-G, we establish a theoretical

connection between the silhouette and the well-established margin loss.

5.7 Appendix

5.7.1 Full Proof of Equivalency to Margin Loss

Proof. For ease of analysis, we work with the simplified silhouette loss (Theorem 1)

and the non-max margin loss (Theorem 2). Let L be the set of class labels, and Lu be the

class label for node u. Let Cu be the cluster assignment for node u, and c = |C| be the

number of clusters/classes. We define the expected inter-class and intra-class distances as

follows:

E [Dist(hu,hv)] =


α if Lu = Lv

β otherwise

, (5.31)
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where α, β ∈ R+. Next, let

P ((u, v) ∈ E) =


p if Lu = Lv

q otherwise

, (5.32)

i.e., G follows a stochastic block model with a probability matrix P ∈ [0, 1]c×c of the form:

P =



p q q q

q

q

q p


. (5.33)

Note that q does not necessarily equal 1− p. We define the inter-class clustering error rate ϵ

and intra-class clustering error rate δ as follows:

P (Cu ̸= Cv|Lu = Lv) = ϵ (5.34)

P (Cu = Cv|Lu ̸= Lv) = δ . (5.35)
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To find E [ss(u)], we first find E [a(u)] and E [bs(u)]:

E [a(u)] = E

 1

|Ci| − 1

∑
v∈(Ci−{u})

Dist(hu,hv)

 (5.36)

= Ev [Dist(hu,hv)|Cu = Cv] (5.37)

= P (Lu = Lv) · P (Cu = Cv|Lu = Lv) (5.38)

· Ev [Dist(hu,hv)|Cu = Cv ∧ Lu = Lv]

+ P (Lu ̸= Lv) · P (Cu = Cv|Lu ̸= Lv)

· Ev [Dist(hu,hv)|Cu = Cv ∧ Lu ̸= Lv]

=

(
1

c

)
(1− ϵ)α+

(
1− 1

c

)
δβ (5.39)

=
α

c
− ϵα

c
+ δβ − δβ

c
(5.40)

and

E [bs(u)] = E

 1

c− 1

∑
j ̸=i

1

|Cj |
∑
v∈Cj

Dist(hu,hv)

 (5.41)

= Ej ̸=i

 1

|Cj |
∑
v∈Cj

Dist(hu,hv)

 (5.42)

= Ev [Dist(hu,hv|Cu ̸= Cv)] (5.43)
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= P (Lu = Lv) · P (Cu ̸= Cv|Lu = Lv)· (5.44)

Ev [Dist(hu,hv)|Cu ̸= Cv ∧ Lu = Lv]

+ P (Lu ̸= Lv) · P (Cu ̸= Cv|Lu ̸= Lv)

· Ev [Dist(hu,hv)|Cu ̸= Cv ∧ Lu ̸= Lv]

=

(
1

c

)
ϵα+

(
1− 1

c

)
(1− δ)β (5.45)

=
ϵα

c
+ β

(
1− δ − 1

c
+

δ

c

)
(5.46)

=
ϵα

c
+ β − βδ − β

c
+

δβ

c
. (5.47)

Now, we can find E [ss(u)]:

E [ss(u)] = E [bs(u)]− E [a(u)] (5.48)

=
ϵα

c
+ β − βδ − β

c
+

δβ

c
−
(
α

c
− ϵα

c
+ δβ − δβ

c

)
(5.49)

=
ϵα

c
+ β − βδ − β

c
+

δβ

c
− α

c
+

ϵα

c
− δβ +

δβ

c
(5.50)

=
2ϵα

c
+

2δβ

c
− β

c
− α

c
+ β − 2δβ . (5.51)

Taking its limit as ϵ, δ → 0, we find

lim
ϵ,δ→0

(
−2ϵα

c
− 2δβ

c
+

β

c
+

α

c
− β + 2δβ

)
=

β

c
+

α

c
− β . (5.52)
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We similarly break down the margin loss into two terms:

E

 1

N(u)

∑
v∈N(u)

Dist(hu,hv)

 (5.53)

= Ev [Dist(hu,hv)|(u, v) ∈ E ] (5.54)

= P (Lu = Lv) · P ((u, v) ∈ E|Lu = Lv) (5.55)

· Ev [Dist(hu,hv)|(u, v) ∈ E ∧ Lu = Lv]

+ P (Lu ̸= Lv) · P ((u, v) ∈ E|Lu ̸= Lv)

· Ev [Dist(hu,hv)|(u, v) ∈ E ∧ Lu ̸= Lv]

=

(
1

c

)
αp+

(
1− 1

c

)
βq (5.56)

=
αp

c
+ βq − βq

c
(5.57)

and

E

 1

|V −N(u)− {u}|
∑

t̸∈N(u)

Dist(hu,ht)

 (5.58)

= Ev [Dist(hu,hv)|(u, v) ̸∈ E ] (5.59)

= P (Lu = Lv) · P ((u, v) ̸∈ E|Lu = Lv) (5.60)

· Ev [Dist(hu,hv)|(u, v) ̸∈ E ∧ Lu = Lv]

+ P (Lu ̸= Lv) · P ((u, v) ̸∈ E|Lu ̸= Lv)

· Ev [Dist(hu,hv)|(u, v) ̸∈ E ∧ Lu ̸= Lv]

=

(
1

c

)
(1− p)α+

(
1− 1

c

)
(1− q)β (5.61)

=
α

c
− αp

c
+ β − βq − β

c
+

βq

c
. (5.62)

100



Re-substituting the terms into the margin loss equation, we get

E

 1

|N(u)|
∑

v∈N(u)

Dist(hu,hv) (5.63)

− 1

|V −N(u)− {u}|
∑

t̸∈N(u)

Dist(hu,ht)



= E

 1

|N(u)|
∑

v∈N(u)

Dist(hu,hv)

 (5.64)

− E

 1

|V −N(u)− {u}|
∑

t̸∈N(u)

Dist(hu,ht)


=

αp

c
+ βq − βq

c
−
(
α

c
− αp

c
+ β − βq − β

c
+

βq

c

)
(5.65)

=
αp

c
+ βq − βq

c
− α

c
+

αp

c
− β + βq +

β

c
− βq

c
(5.66)

=
2αp

c
+ 2βq − 2βq

c
− α

c
+

β

c
− β . (5.67)

Taking its limit as p → 1, q → 0:

lim
p→1,q→0

(
2αp

c
+ 2βq − 2βq

c
− α

c
+

β

c
− β

)
(5.68)

=
2α

c
− α

c
+

β

c
− β =

α

c
+

β

c
− β (5.69)

∴ lim
p→1,q→0

E [ml(u)] = lim
ϵ,δ→0

E [Ls(u)] . (5.70)

5.7.2 Meaning of Ideal Conditions

Our analysis in Section 5.7.1 aims to show that the more traditional margin-based

losses and silhouette-based losses are sensitive to different parameters and their equivalence

in the best-case scenario. Here, we briefly summarize what each of those ideal conditions

means:
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• p → 1: We approach the case where an edge exists between each node of the same

class.

• q → 0: We approach the case where an edge never exists between nodes of different

classes.

• ϵ → 0: We approach the case where we always place two nodes in the same cluster if

they are the same class.

• δ → 0: We approach the case where we never place two nodes in the same cluster if

they are in different classes.

Essentially, the ideal case for a margin-loss GNN is p → 1 and q → 0. Conversely,

the ideal case for CARL-G is ϵ → 0, δ → 0. As we mentioned in Section 5.3.3, silhouette-based

loss relies on the clustering error rate rather than the inherent properties of the graph. We

show that a margin-loss GNN is exactly equivalent to a mean-silhouette-loss GNN under the

above conditions; however, it also follows that some equivalence can also be drawn between

them for different non-ideal values of p, q, ϵ, and δ, but we feel such analysis is out of the

scope of this work.

5.7.3 Additional Experiment Details

We ran our experiments on a combination of local and cloud resources. All non-

timing experiments were run on an NVIDIA RTX A4000 or V100 GPU, both with 16 GB

of VRAM. All timing experiments were conducted on a Google Cloud Platform (GCP)

instance with 12 Intel Skylake CPU cores, 64 GB of RAM, and a 16 GB V100 GPU.
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Dataset Nodes Edges Features Classes

Wiki-CS 11,701 216,123 300 10

Coauthor-CS 18,333 163,788 6,805 15

Coauthor-Physics 34,493 495,924 8,415 5

Amazon-Computers 13,752 491,722 767 10

Amazon-Photos 7,650 238,162 745 8

Table 5.7 Statistics for the datasets used in our work.

0 50 100 150 200 250 300 350 400

Number of Clusters

10

20

30

40

50

60

Tr
ai

ni
ng

Ti
m

e

Figure 5.6 Training time versus number of clusters for CARL-Gsim on Coauthor-Physics.
As expected (see Section 5.3.1), the training time is linear with respect to the number of
clusters.

Accuracy means and standard deviations are computed by re-training the classifier on 5

different splits. The code and exact hyperparameters for this paper can be found online at

https://github.com/willshiao/carl-g.
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Method Dataset Max GPU Memory Mean CPU Memory Training Time Layer Sizes

AFGRL

Amazon-Computers 2,637 2,671 8,311.94 [512]

Amazon-Photos 1,221 2,615 4,659.91 [512]

Coauthor-CS 5,537 3,038 19,533.74 [1024]

Wiki-CS 4,177 2,647 16,185.56 [1024]

BGRL

Amazon-Computers 1,081 2,289 387.03 [256,128]

Amazon-Photos 615 2,267 284.29 [256,128]

Coauthor-CS 2,637 2,722 1,032.14 [512,256]

Coauthor-Physics 4,769 3,362 1,270.93 [256,128]

Wiki-CS 1,877 2,240 720.37 [512,256]

CARL-Gsim

Amazon-Computers 2,100 2,910 8.97 [512,256]

Amazon-Photos 1,032 2,875 9.29 [512,256]

Coauthor-CS 1,325 3,352 13.07 [512,256]

Coauthor-Physics 3,405 3,998 27.11 [512,256]

Wiki-CS 1,816 2,857 15.64 [512,256]

CARL-GSil

Amazon-Computers 2,100 3,435 172.26 [512,256]

Amazon-Photos 1,032 3,320 30.13 [512,256]

Coauthor-CS 4,682 4,273 832.25 [512,256]

Coauthor-Physics 10,074 4,882 524.27 [512,256]

Wiki-CS 1,816 3,392 217.63 [512,256]

CARL-GVRC

Amazon-Computers 2,100 2,875 9.15 [512,256]

Amazon-Photos 1,032 2,843 6.04 [512,256]

Coauthor-CS 1,325 3,320 7.57 [512,256]

Coauthor-Physics 3,405 3,964 17.22 [512,256]

Wiki-CS 1,816 2,826 4.08 [512,256]

Table 5.8 Performance of various methods.

104



Chapter 6

Recommendation Systems

Recommendation systems (RS) are an increasingly relevant area for both academic

and industry researchers, given their widespread impact on the daily online experiences

of billions of users. One common issue in real RS is the cold-start problem, where users

and items may not contain enough information to produce high-quality recommendations.

This work focuses on a complementary problem: recommending new users and items unseen

(out-of-vocabulary, or OOV) at training time. This setting is known as the inductive setting

and is especially problematic for factorization-based models, which rely on encoding only

those users/items (and, more generally, other sparse features) seen at training time with fixed

parameter vectors. However, despite its practical significance, handling OOV values is often an

afterthought in many academic works due to a predominant focus on transductive evaluation,

where all categorical values for sparse features are observed at training time. As a result,

existing solutions applied in practice are often naïve, such as assigning OOV users/items to

random buckets. In this work, we tackle this problem and propose approaches that better
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leverage available user/item features to improve OOV handling at the embedding table level.

We discuss general-purpose plug-and-play approaches that are easily applicable to most RS

models and improve inductive performance without negatively impacting transductive model

performance. We extensively evaluate 9 OOV embedding methods on 5 models across 4

datasets (spanning different domains). One of these datasets is a proprietary production

dataset from a prominent RS employed by a large social platform serving hundreds of

millions of daily active users. In our experiments, we find that several proposed methods

that exploit feature similarity using LSH consistently outperform alternatives on a majority

of model-dataset combinations, with the best method showing a mean improvement of 3.74%

over the industry standard baseline in inductive performance. We release our code and hope

our work helps practitioners make more informed decisions when handling OOV for their RS

and further inspires academic research into improving OOV support in RS.

6.1 Introduction

Recommendation systems (RS) suggest items to users and have found wide adoption

across a variety of domains. For example, they have been used to recommend advertise-

ments [191, 192], movies [78], friends [159, 170], and products [44, 121] to users. These

methods are studied in both academia and industry, but many aspects often differ be-

tween academic and industrial recommendation systems [162]. One such difference is their

evaluation methodology.

RS research in academia primarily focuses on the transductive setting [188, 178],

where a portion of interactions are masked out for validation and testing. Such a setting
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Figure 6.1 Comparison between transductive (left) and inductive (right) settings. In the
transductive setting, RS are evaluated on interactions between users and items observed
during training time (i.e., bold links). Whereas in the inductive setting, besides transductive
interactions, RS are also evaluated on interactions related to users and items unseen during
the training (i.e., both bold and dash links).

assumes that all users and items in the dataset are seen during training. However, in

industrial RS environments, there is often a constant influx of new, or out-of-vocabulary

(OOV), users and items that were not seen at training time, i.e., the inductive setting which

correspond to new users and/or items showing up at validation and testing. Almost all

production models are deployed to be utilized in an (at least partially) inductive setting,

but a recent survey [162] found that only about 10%1 of 88 recent RS papers evaluated

their models in the fully inductive setting, in which OOV users and items are considered.

Similarly, existing state-of-the-art models [23, 217, 192] also use embedding tables for sparse

ID features, which face similar issues when encountering values unseen at training time since

a model would not have an existing row in the embedding table for unseen values.
1based on an estimate from Figure 1 of [162].
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While handling the inductive setting, industrial practitioners often use primitive

methods such as random hashing to a fixed number of OOV buckets whose values are updated

during training2. Such random hashing on OOV values intuitively can unlock the inductive

capability for almost any transductive RS without affecting transductive performance and

have been incorporated into industrial RS infrastructures as default options [1]. However,

while simple to implement, these primitive methods can easily map two very different OOV

users/items to the same embedding bucket, which is known as embedding collision and can

greatly affect the recommendation performance [125, 220]. In Figure 6.2, we show that with

a primitive method like assigning OOV values to random buckets, there exists a clear gap

between inductive and transductive performance for all datasets. This demonstrates the

importance of properly handling OOV values and leads us to the following question: Can

we re-imagine how we handle OOV users and items to improve the inductive

capability of RS?

While many methods in literature could potentially be used to solve this problem,

we constrain our search to methods that meet criteria important to industry practitioners:

• Efficient : the OOV embedding method should run in sub-linear time with respect to the

total number of users/items.

• Maintains Transductive Performance: active users and popular items are often the plat-

form’s main income sources. Hence, the OOV embedding method should not sacrifice the

base model’s performance on non-OOV items.
2Some examples of industry usage are https://engineering.linkedin.com/blog/2023/

enhancing-homepage-feed-relevance-by-harnessing-the-power-of-lar, https://blog.taboola.
com/preparing-for-the-unexpected/ and in the Monolith source code [125].
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• Model-Agnostic: the OOV embedding method should be applicable to RS with different

model architectures.

Given the above criteria, this work explores existing and proposes new OOV

embedding methods. These methods range from simply using a zero vector to feature-

similarity-based methods. In our experiments, we thoroughly evaluate nine different OOV

embedding methods (detailed in section 6.3) to provide a broad empirical understanding

of the performance of different OOV strategies. Among the 9 OOV methods, inspired by

feature-based cold-start work [111], we propose using several feature-based methods, which

utilize feature information to compensate for OOV values. In particular, we propose two

locality-sensitive hashing (LSH) [61] based methods that exploit feature-similarity consistently

outperform other feature or non-feature-based methods in most models-dataset combinations,

with the best method showing a mean improvement of 3.74% over the industry-standard

random bucket assignment method.

To properly evaluate OOV methods under inductive settings, we also create ap-

propriate inductive datasets, as existing public datasets are (1) transductive and (2) lack

user/item features. Such limitations directly contradict the setting faced in industrial rec-

ommendation systems, where we usually have rich feature information for both users and

items and many OOV values. Therefore, we augment three existing open-source datasets

and perform a time-based split such that unseen items naturally appear during evaluation.

Furthermore, we also created a proprietary industrial dataset from a large social media

company containing rich feature information to evaluate OOV methods properly under real

applications.
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Figure 6.2 Comparison of inductive vs transductive performance with Wide & Deep models,
where OOV (inductive) values are handled with trained random buckets. We see a clear gap
in inductive performance vs transductive performance, showing the importance of properly
handling OOV values.

Our contributions can be summarized as the following,

• To the best of our knowledge, our work is the first to provide a comprehensive empirical

understanding of the performances of various OOV methods for RS.

• We demonstrate that a class of proposed feature-aware, locality-sensitive hashing-based

OOV embedders that exploit feature-similarity consistently outperform existing approaches

in inductive performance.

• We provide realistic inductive datasets by augmenting and splitting three open-source

datasets, enabling experiments on inductive performance and OOV methods of RS, which

will be publicly available upon the release of this manuscript.
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• We will open-source our evaluation framework, a major extension of the popular RecBole [232]

RS library that adds inductive and OOV support to encourage future research in this area.

6.2 Preliminaries and Related Work

In this section, we formally define OOV values and the user/item recommendation

system problem. We detail the difference between the two classes of RS model setups that

we study, delineated by the use of contextual features: context-free vs. context-aware models

since OOV handling behaves differently for each class of models.

Context-Aware Models

Sparse
Embedding

Table

score

Recommendation
Model

user ID sparse features dense featuresitem ID

Context-Free Models

User
Embedding

Table

Item
Embedding

Table

score

user ID item ID

Recommendation
Model

Neural
Network(s)

Figure 6.3 Typical structure of context-aware and context-free recommendation models.

Notation We denote the set of users as U and the set of items as I. We denote the set

of interactions as R ⊆ U × I. For flexibility, let R be the interaction matrix such that

Ru,i = 1 ⇐⇒ (u, i) ∈ R. Let m = |U| and n = |I| be the number of users and items,

respectively. Let U ∈ Rm×d and I ∈ Rn×d be the user/item feature matrices. We assume3

3We assume users/item features to have the same dimension d for simplicity, but this can be enforced in
practice with a projection layer if user/item features have different dimensions du and di respectively.
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that both feature matrices are of dimension d. For a given user u ∈ U , we have the associated

contextual features Uu. Similarly, for a given item i ∈ I, we have the associated features Ii.

cmean(·) : Rn×d → Rd is the column-wise mean of a matrix.

We split the set of users and items based on a time t. All users/items appearing

before time t are considered a part of the training set, users Utrain ⊆ U and items Itrain ⊆ I.

The set of training interactions Rtrain ⊆ R is also similarly created.

OOV Values We consider a value Out-Of-Vocabulary (OOV) if it is a categorical value

that does not exist at training time but appears at inference time. Formally, a user u is OOV

if and only if u ̸∈ Utrain ∧ u ∈ U and an item i is OOV if and only if i ̸∈ Itrain ∧ i ∈ I. We

abbreviate non-OOV values as IV (In-Vocabulary).

Transductive vs. Inductive Settings In the transductive setting, RS models are

evaluated on interactions between users and items that are observed during the model training

(i.e., Ueval ⊆ Utrain and Ieval ⊆ Itrain). Whereas in the inductive setting, besides transductive

interactions, RS models are also evaluated on interactions between users and items that do

not appear during the model training (i.e., Ueval ∪ Utrain ̸= Utrain and Ieval ∪ Itrain ̸= Itrain).

6.2.1 Context-Free Models

Context-free models are the ones that do not use any additional feature information

other than the IDs of users or items. They are also known as latent factor models [167] and

are typically based on matrix factorization (MF) [109, 108], with the goal of approximating

the training interaction matrix Rtrain ∈ Rm×n. Typically, they factor Rtrain into two matrices
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A ∈ Rm×d and B ∈ Rn×d such that Rtrain ≈ AB⊤. The rows of A and B are the user and

item embeddings, respectively.

These embeddings can be learned in a variety of ways. For example, the Non-

negative Matrix Factorization (NMF) [112] of the interaction matrix can be computed via

non-negative least squares or gradient descent. In this work, we focus on two popular

context-free models: Bayesian Personalized Ranking (BPR) [154] and DirectAU [188].

BPR is a pairwise ranking model that learns user and item embeddings by maxi-

mizing the likelihood of observed interactions.

LBPR =
1

|R|
∑

(u,i)∈R

− log
(
σ(Au ·B⊤

i −Au ·B⊤
i′ )

)
, (6.1)

where i′ is a randomly sampled item from I such that (u, i′) ̸∈ R and σ(·) is the sigmoid

function. In Equation (6.1), Au ·B⊤
i could be regarded as the dot-product similarity between

user u and item i. One recent work [80] replaces the dot-product similarity by an MLP to infer

a similarity score. Unlike BPR that utilizes negative sampling (i.e., Au ·B⊤
i′ in Equation (6.1))

for training, DirectAU [188] is a loss function that instead directly optimizes for alignment and

uniformity — factors that have been shown to be important for representation quality [194].

It is worth noting that these are often used as retrieval models in production [170], which is

why we evaluate them as such in our experiments.

6.2.2 Context-Aware Models

Context-aware models utilize complimentary contextual features in addition to the

user or item IDs. They are often based on the two-tower architecture [89], where each tower

is responsible for embedding the user and item features, respectively. The two towers output
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embeddings of the same dimensionality, allowing them to be directly compared to produce a

score for each user-item pair.

However, these models are very dependent on the quality of the input contextual

features. In production, practitioners often produce cross-features [34] that capture the inter-

actions between features. As such, we focus on 3 context-aware models that incorporate these

cross-features: Wide & Deep [34], eXtreme Deep Factorization Machine (xDeepFM) [117],

and Deep & Cross Networks V2 (DCN-V2) [192]. We focus on these models as they are three

of the most popular context-aware models in practice. The models are often used during the

ranking or re-ranking stage in production pipelines, hence we evaluate them using ranking

metrics in our experiments.

The features used in context-aware models are typically categorized into two types:

sparse and dense. Sparse features are categorical features that are typically one-hot or

multi-hot encoded. Dense features are continuous features. For example, in the case of social

media content recommendation, a user’s country could be a sparse feature and their mean

daily app usage could be a dense feature. Sparse features are typically embedded using an

embedding table where each row represents the embedding for that feature’s ID. These tables

are typically randomly initialized and gradually updated during training. Dense features are

typically either unmodified or passed through neural network layers. In this work, we focus

primarily on the handling of OOV values in sparse features — specifically, the user/item IDs,

which are most likely to be OOV in production settings.
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6.3 Towards a General OOV Embedder

The motivation for this work stems from how OOV users/items are typically handled

in real-world production settings. In practice, OOV users/items are often assigned to a

random bucket within which all values share the same embedding or are simply assigned

completely random embeddings2. This clearly results in poor performance for any pure

ID-based models (e.g., factorization-based) that rely on stored embeddings for users/items

seen at training time. However, even for models that use features, this can still result in poor

performance since poorly-assigned embeddings simply add additional noise. For example,

random bucket assignment for OOV users means that two OOV users have the same chance

to share an embedding, regardless of how similar/different they are.

Since our goal is to improve OOV support for most general recommendation

systems, regardless of specific model architecture, we limit the scope of our modifications to

a component that is used in almost all production recommendation systems: the embedding

table. In this work, we focus primarily on OOV support for unseen user/item IDs, but the

same ideas can also be easily extended to improve support for unseen categorical values in

other features. This leads to the following formal definition of an OOV embedder:

OOV Embedders A user OOV embedder fuser : U \ Utrain → Rd maps an OOV user to a

real-valued embedding. An item OOV embedder does the same: fitem : I \ Itrain → Rd.

For the sake of simplicity, we describe all the following OOV embedders in terms of

OOV users, but we use them for both OOV users and items during evaluation. They can be

easily converted to item OOV embedders by substituting the appropriate variables.
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Figure 6.4 How IV/OOV user IDs are handled under our framework. Item IDs are handled
the same way.
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6.3.1 Heuristic-based Embedders

In this work, we first introduce several heuristic-based OOV embedding models

that do not require additional trainable parameters. These are straightforward to apply in

practice due to their speed and ease of implementation.

Zero Embedder zero simply uses the zero vector for all OOV inputs. This is a simple

solution sometimes used in Natural Language Processing (NLP) for OOV words [127, 131].

Formally, fzero(·) = {0}c. For context-free models, all new users will randomly select items

(we ensure that items with the same score will be randomly selected without bias towards

their ID). For context-aware models, all predictions will depend entirely on a user’s/item’s

contextual information.

Mean Embedder mean uses the column-wise mean of the embedding matrix for all

OOV IDs. Note that users and items use their respective means. Formally, for users,

fmean(·) = cmean(U). For context-free models, this means that the RS model will recommend

the same popular items to all new users and that all new items will have the same probability

of being recommended.

Fixed Random Embedder rand returns a random floating point vector for all OOV IDs.

There are b fixed random vectors for each ID type (e.g., user ID, item ID). This ensures that

the model’s output is deterministic for users/items. Formally, for a set of random vectors

V = {v ∈ Rd}, we have frand(·) = Vg(u) where g is a random hash function4 Z → {1, 2, . . . b}.
4We use the three-round integer hash function from https://github.com/skeeto/hash-prospector.
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This approach is similar to generating a random vector, except that (a) the output for a

given ID is deterministic, and (b) the maximum amount of memory used is bounded by b.

KNN Embedder knn returns the mean of the k nearest neighbors of a given point, as

measured by the inner product of the features. Formally, for a user u, we have fknn(u) =

1
k

∑
a∈K-Nearest(u)Ua. With k = 2, this is similar to the double-hashing performed by

Zhang et al. [220], except that we use feature similarity instead of random hashing to select

rows. In order to meet the efficiency criteria mentioned in Section 6.1, we use approximate

nearest neighbor search through libraries like FAISS [96] and SCaNN [70]. Each training

ID’s k-nearest neighbors can optionally be pre-computed and stored to prevent additional

overhead during training.

6.3.2 Learning-based Embedders

We also consider a set of trained embedders that are optimized during the training

of the base model. As mentioned in Section 6.3.3, we freeze the non-OOV parameters of

the base model to avoid affecting its transductive performance. Some of these methods

use an embedding table with b rows, where each row corresponds to an OOV bucket. This

value can be tuned depending on the expected number of OOV values. In the following

paragraphs, we introduce several different learning-based OOV embedders. We describe how

these embedders are optimized in Section 6.3.3.

Random Buckets r-bucket randomly assigns an embedding (denoted as a bucket) to a

given OOV ID. This mapping is done with a deterministic hash function4 to ensure that

the bucket mappings remain consistent. The chance of any bucket being selected is uniform.
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Given o OOV IDs and b buckets, each bucket’s expected number of OOV IDs is o/b. This is

similar to rand, except that the values in each bucket are optimized during training. This is

TensorFlow’s [1] default approach for handling OOV values. PyTorch-style pseudocode for

this approach can be found in ?? 2.

DHE Deep Hash Embedding (DHE) [99] substitutes a deep neural network for the em-

bedding table. To ensure determinism for a given ID, they first compute many hashes on

that ID and use those as inputs to the neural network. We use SipHash [9] with different

key values as the hash functions for our implementation. DHE was originally created as a

drop-in replacement for the main embedding table in context-free methods, but we use it as

an OOV embedded (only on OOV IDs) since it naturally works in this case.

F-DHE Kang et al. [99] mentions that DHE can also incorporate user features. fdhe uses

the concatenation of the user/item feature vector with the hash inputs (as with DHE) for

the input to a deep neural network. This incorporates user/item features into the OOV

embedding. However, compared to dnn, it also assigns a unique embedding for each user/item

ID, even if they share the same features.

DNN dnn is a simple feed-forward deep neural network that takes in the user/item features

as input and outputs a real-valued vector. This embedder can be viewed as a modification to

fdhe that omits the hash-related features. As a result, users/items with the same features

will share the same embedding.
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Mean LSH m-lsh is a locality-sensitive hashing (LSH) [40] based OOV embedder. It uses

a random projection matrix to map a user/item ID to a binary vector. It then uses this

binary vector to index into the OOV embedding table and returns the column-wise mean of

the rows where the binary vector is 1. This helps ensure that similar users/items have similar

embeddings, even if their LSH vector is not exactly the same. The projection matrix remains

constant, but the OOV embedding table values are updated during training. PyTorch-style

pseudocode for this embedder can be found below in ?? 3.

Single LSH s-lsh is similar to m-lsh but instead treats the binary vector as a single

index into the OOV embedding table. This means similar users/items with the same LSH

vector will have the same embedding. Conversely, users/items with different LSH hashes

will have completely different embeddings. As with m-lsh, the projection matrix remains

constant, but the OOV embedding table values are updated during training.

For all of the embedders, we implement per-feature normalization — we normalize

each feature vector individually before concatenating them together. This is done to ensure

that the distance between two users/items is not dominated by a single feature. Otherwise,

long, dense features (like content embeddings) or lists of categorical features (like watch

history) could dominate the similarity computations for OOV embedding methods like KNN.

6.3.3 OOV Embedder Training

The training procedure does not need to be modified for the untrained OOV

embedders (Section 6.3.1) — they can be applied to a pre-trained model. However, trained

embedders (Section 6.3.2) add additional parameters that need to be optimized over OOV
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Algorithm 2: PyTorch-style pseudocode for the r-bucket OOV embedder.
1 # oov_id: OOV user/item ID

2 # oov_table: OOV embedding table.

3 # Each row of the table is an OOV bucket

4 def rbucket_embed(oov_id, table):

5 # b is the number of rows in oov_table

6 b = oov_table.size(0)

7 # hash_func is a deterministic hash function

8 # that returns an integer

9 hashed_id = hash_func(row_features)

10 # we use the selected bucket's embedding

11 return oov_table[hashed_id % b]

12 # the bucket is updated via backpropagation

users/items. With a time-based inductive dataset split (details in Section 6.4), our training

set contains only IV values, and the test set contains OOV values. OOV embedders are only

used on OOV values so there is no training data for their parameters if only use the training

set. As such, there are two main ways to generate OOV data in training for optimizing our

OOV embedders: (1) withhold training data and use it as OOV samples or (2) generate

synthetic OOV samples from the training data.

Withholding Data Withholding training data to use as OOV samples is the simplest

method, but it also reduces the amount of data available for training. This also complicates
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Algorithm 3: PyTorch-style pseudocode for the m-lsh OOV embedder.
1 # row_features: vector of the user/item features.

2 # oov_table: OOV embedding table.

3 # Each row of the table is an OOV bucket

4 def lsh_embed(row_features, oov_table):

5 # lsh_hash is a binary vector

6 lsh_hash = random_projection(row_features)

7 # get col-wise mean of rows where vec is 1

8 return oov_table[lsh_hash].mean(axis=1)

9 # oov_table is updated via backpropagation

evaluation when benchmarking trained embedders against untrained embedders since the

untrained embedders do not have access to the withheld data. Reducing the amount of

data available for transductive training worsens transductive performance, violating the

criteria defined in Section 6.1. For this reason, we choose to use synthetic OOV samples.

However, the withholding data approach may be useful in production settings where we often

cannot afford to maintain a unique embedding table entry for every user/item and may treat

low-frequency IDs as OOV values.

Synthetic Data A simple way to train OOV embedders without affecting existing per-

formance is to generate synthetic OOV samples. For each user/item, we create an OOV

version of it that has the same interactions. We then select a subset with ratio α of the

OOV samples each epoch to use for training. We then perform feature masking, a common
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augmentation for self-supervised learning [236, 183], with mask rate β on the features of the

OOV samples. This ensures that generated samples do not have the exact same features as

the input samples. There are three types of OOV interactions: (IV user) → (OOV item),

(OOV user) → (IV item), and (OOV user) → (OOV item). We generate each type with equal

probability — although, in practice, this can be tuned to match the expected distribution of

OOV interactions in production.

Maintaining Transductive Performance When training our OOV embedder, our aim

is to maintain the performance of the transductive portion of the model. For example, with

synthetic training, interactions that only involve one OOV user/item will result in undesirable

updates to the main embedding table. To avoid this, we split each epoch into two training

steps. In the first step, we train the model on the original training data — as we normally

would in transductive training. There are no OOV values at this point, so it does not affect

any trainable parameters in the OOV embedder. In the second step, we freeze the main

embedding table weights and train the model on the synthetic OOV samples. The only

parameters that can be updated at this step are those of the OOV embedder. We also

checkpoint and restore the optimizer state before and after the second step. This ensures

that the OOV training does not affect the transductive portion of the model.

6.4 Datasets

As mentioned in Section 6.2, following suggestions from recent works [179, 92], we

split the datasets based on a time t. We select t for each dataset by computing the first

time each user/item appeared. We then select a time t such that 20% of the users/items are
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Dataset IV Users / Items OOV Users / Items Mean User / Item Deg. # User / Item Cat. Feat. # User / Item Float Feat.

Yelp-2018 126,379 / 79,238 28,140 / 13,078 13.74 / 21.92 3 / 7 18 / 6

LastFM-artists 11,962 / 76,152 342 / 17,190 53.69 / 8.39 1 / 2 45 / 1

H&M 200,749 / 18,871 36,961 / 7,024 12.76 / 135.71 7 / 12 0 / 3

Content 74,700 / 30,757 6,610 / 3,941 24.47 / 59.42 57 / 339 172 / 899

Table 6.2 Statistics for each of the datasets used in this work. The number of float/dense
features counts the number of distinct dense vectors, not the total number of floating point
values (e.g., text embeddings count as a single float feature).
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Figure 6.5 Visualization of where the inductive split occurs on the datasets. The x-axis is
the time that the user/item first appeared. Everything to the left of the split time is used
for training and validation. The remainder is used for evaluation.

OOV. Formally, select t such that |Utrain|+ |Itrain| ≈ 0.8(n+m). This results in a naturally

different distribution of OOV users compared to OOV items for each of the four datasets.

Plots of the relative user/item distributions can be seen in Figure 6.5.

We benchmark various transductive recommendation system methods across four

different datasets. Below, we briefly describe how we processed each of the datasets. Repre-

sentative statistics for each dataset can be found in Table 6.2.

Yelp The Yelp-2018 dataset consists of user reviews of businesses on Yelp from the 2018

Yelp Dataset Challenge5. We start with the version of the dataset provided by RecBole [232].

We then sample 75% of the users/items and perform 5-core filtering. We also clean up each

feature by removing invalid values, normalizing floating point values, and imputing missing
5https://www.yelp.com/dataset
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values with scikit-learn [145]. We also remove low-frequency values in categorical features

and normalize all strings. Finally, we add text vectors for each business name. We use

300-dimensional GloVe [148] vectors for this purpose.

LastFM The LastFM-artists dataset [161] consists of user/artist interactions on LastFM

gathered in 2014. We start with the LastFM-1b version of the dataset provided by

RecBole [232] and sample 10% of the users and items. We perform the feature cleaning as

with the Yelp-2018 dataset and add GloVe vectors for each artist’s name.

H&M The H&M dataset consists of user/item purchases on the H&M website. The raw

dataset is taken from the H&M Kaggle competition6 and we sample 30% of the users/items.

We compute GloVe vectors for each item’s name and use a pre-trained Vision Transformer [45]

to extract features from each item’s image. We also perform the same feature cleaning as

with the Yelp-2018 dataset.

Content The Content dataset is a proprietary user-item interaction dataset from a large

social platform serving hundreds of millions of daily active users. The data is gathered from 5

days of production traffic over users sampled from a single country. We only collect users who

are 18 years old and above. The Content dataset has rich user/item features as with many

production recommendation systems. Unfortunately, due to the large number of features,

we were unable to train any context-aware models with our RecBole-based [232] evaluation

framework.
6https://www.kaggle.com/competitions/h-and-m-personalized-fashion-recommendations
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6.5 Experimental Evaluation

H&M LastFM-artists Yelp-2018

OOV Method DCNV2 WideDeep xDeepFM DCNV2 WideDeep xDeepFM DCNV2 WideDeep xDeepFM

fdhe 66.07 68.51 72.1 85.53 83.25 75.88 71.24 75.87 68.86

dhe 69.09 68.55 74.12 86.15 84.97 59.74 70.57 67.15 71.48

zero 71.06 71.21 69.06 81.57 86.57 84.75 71.16 72.43 76.04

knn 63.71 63.13 63.61 83.9 84.79 83.2 72.73 73.42 75.04

rand 55.17 70.49 66.76 82.14 86.64 85.52 78.95 74.75 73.68

r-bucket 65.48 70.61 68.37 87.13 85.79 84.24 79.88 70.97 76.04

dnn 63.87 71.7 71.09 86.65 84.71 86.19 76.23 77.89 82.26

s-lsh 73.03 72.61 70.64 86.37 79.71 85.86 78.52 76.03 80.68

mean 67.72 70.72 66.12 86.49 85.79 85.16 74.9 79.82 73.88

m-lsh 70.69 71.65 71.3 86.93 86.67 86.78 79.96 76.35 82.48

Table 6.3 OOV user AUC of context-aware methods with different OOV embedding methods.
Higher is better. The best-performing method in each column is bolded, and the second-best
is underlined. Rows are sorted from lowest mean rank to highest mean rank.

6.5.1 Evaluation Details
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Figure 6.6 Sensitivity analysis of different training hyperparameters for m-lsh and r-bucket
with WideDeep on Yelp-2018. Note that the y-axis range is relatively small and that the
x-axis for OOV buckets is on a logarithmic scale.

Evaluation Metrics We evaluate the ranking and retrieval models separately. Following

conventions from existing work [192, 191, 205, 154], we use ndcg@k (where k=20) for retrieval
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models and AUROC for ranking models. In Tables 6.3 and 6.4, we report the inductive

performance of OOV users. It is worth noting that the transductive performance of IV

users to IV items remains the same due to how we train the OOV embedding models (see

Section 6.3.3).

Experimental Details All models utilize a fork of the RecBole [232, 233] framework for

experiments, in which we have made extensive modifications to the framework and models

to support OOV values and swap between different OOV embedder types. We also added

support for filtered evaluation on a subset of users/items. We were very careful to facilitate

the easy addition of OOV support to new models. We run all experiments on Google Cloud

Platform (GCP). Experiments are conducted on Google Compute Engine instances with

NVIDIA Tesla P100 GPUs. The anonymized code, datasets, and hyperparameters for each of

our experiments and embedders are available here: https://github.com/snap-research/

improving-inductive-oov-recsys.

6.5.2 Context-Aware Results

The OOV user evaluation results of context-aware models are displayed in Table 6.3.

On average, the best-performing OOV embedding method is m-lsh and the worst is fdhe.

Unfortunately, we were unable to train context-aware models on Content (even in the

transductive setting) using our RecBole-based framework due to the large number of features

and resulting stability issues. We make the following observations:

Context helps OOV embeddings From Table 6.3, we can see that incorporating

contextual information generally helps OOV embeddings. 3/4 of the best-performing OOV
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Dataset Yelp-2018 LastFM-artists H&M Content

Method BPR DAU BPR DAU BPR DAU BPR

zero 0.79 0.79 0.93 0.93 1.15 1.15 0.71

fdhe 0.99 1.06 0.34 0.35 1.97 2.02 1.32

dhe 1.12 1.11 0.59 0.40 2.09 1.96 1.39

dnn 2.94 4.43 0.38 0.44 2.94 3.36 1.87

knn 6.95 1.58 45.69 4.86 5.23 1.67 6.00

rand 4.05 0.83 15.09 0.71 2.80 1.89 0.94

r-bucket 9.33 1.22 41.78 0.76 6.02 1.38 1.38

s-lsh 9.13 1.05 46.92 0.79 6.19 2.02 1.05

mean 9.40 2.89 48.38 0.12 6.15 1.94 3.74

m-lsh 9.49 1.49 47.85 1.13 6.16 2.15 2.02

Table 6.4 OOV user NDCG@20 of context-free methods with different OOV embedding
methods. Higher is better. The best-performing method in each column is bolded and the
second-best is underlined.
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embedding models utilize context information. This aligns with our intuition: similar

users/items should have similar embeddings. This is true for both context-free and context-

aware models. In some cases, like with xDeepFM on Yelp-2018, the gap in AU-ROC on

OOV users is as large as 6 points — showing that incorporating feature information in OOV

handling can drastically improve an RS’s ability to generalize to OOV users/items.

LSH-based solutions perform well Both m-lsh and s-lsh work well for the context-

aware models, with one of the two methods performing the best on 6/9 model/dataset

combinations, as shown in Table 6.3. Across the context-aware model experiments, m-lsh

and s-lsh show a mean improvement of 3.74% and 2.58% over r-bucket (a common industry

standard2), respectively. They also perform well compared to the next-best method, mean,

showing respective average improvements of 3.45% and 2.25%.

DHE-based solutions perform poorly. dhe and fdhe are the methods with the lowest

average rank across the model/dataset combinations shown in Table 6.3. Surprisingly, we

find that zero generally outperforms both dhe and fdhe. This is likely due to the additional

noise the multiple hash inputs introduce to DHE-style models — a different ID results in a

completely different embedding.

6.5.3 Context-Free Results

Table 6.4 shows the NDCG@20 for OOV users of BPR and DirectAU. m-lsh has

the highest mean rank of the different OOV embedding methods. Unlike in the context-aware

setting, a relatively large gap exists between different base models on the same dataset.
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Surprisingly, BPR outperforms DirectAU on OOV users across all three of the datasets. We

make the following observations about OOV embedding methods on the context-free models:

Improving context-free OOV performance is difficult Both BPR and DirectAU

exhibit poor performance on most of the datasets, regardless of OOV embedder choice. This

shows that it is difficult to encode feature information from OOV IDs in a useful manner for

context-free models.

OOV Embedder choice is extremely important From Table 6.4, we can observe

that there is a large gap between the best-performing models on each dataset and the

worst-performing models for context-free models. This is especially true for BPR on

LastFM-artists, where there is a 48.04 gap between the best-performing mean embedder

and the worst-performing fdhe embedder. fdhe and dhe exhibit similarly poor performance

across the four datasets.

6.5.4 Sensitivity Analysis

As mentioned in Section 6.3.3, there are two key hyperparameters for training the

models: α (OOV sampling ratio) and β (feature masking probability). r-bucket, m-lsh, and

s-lsh also assign values to buckets in an embedding table. These methods, therefore, have

another hyperparameter b, the number of buckets, for each instance of the OOV embedding

method. Since we use two instances of each OOV method (one for user IDs and one for item

IDs), each model run has two bucket-related hyperparameters: bu and bi, the number of

user/item buckets, respectively.
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We conduct a sensitivity analysis on each of the four hyperparameters on m-lsh,

the best-performing OOV embedder, and r-bucket, a frequently-used approach in practice2.

The results of this analysis are shown in Figure 6.6. Generally, the performance is not very

sensitive to OOV training ratio and feature mask rate hyperparameters; even for the number

of user/item OOV buckets, the only performance fluctuates within a relatively small range.

We can also observe that m-lsh outperforms r-bucket even under different low training

ratios and high feature mask rates.

6.5.5 Recommendations for Practitioners

Based on the results of our experiments in Tables 6.3 and 6.4, we make the following

recommendations for practitioners aiming to improve their performance on OOV users/items:

(1) If contextual information (features) is available, try using m-lsh. Across

our experiments, m-lsh generally performs the best. An advantage of m-lsh over s-lsh

is that it results in fewer collisions (see Table 6.1). It can also be trivially computed

directly on the GPU and efficiently implemented through data structures like PyTorch’s [143]

EmbeddingBag.

(2) If no features are available and collisions are not important, consider

using mean. It is extremely cheap to compute and, based on our experiments, is the best-

performing untrained OOV embedder. However, all IDs will receive the same embedding,

making it particularly problematic for context-free models.

(3) If only users or items have features, OOV embedding methods can be

mixed. For example, in a dataset with user features but no item features, m-lsh could be
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used for users and mean for items. This approach can also be used in any case where the

user/item ID distributions are significantly different.

(4) Careful caching can greatly speed up OOV training/inference. Many of

the OOV embedding methods described in this work can benefit from caching — usually for

the mapping from ID to bucket(s). For example, caching the LSH vector in m-lsh and s-lsh

can save a vector-matrix multiplication for each ID. Similarly, caching the k-nearest-neighbors

for knn can save an ANN index query. This is especially true in cases where features are

static or during training, during which the full set of examples is known.

6.6 Additional Related Work

Hashing for Scalable RS While this work primarily utilizes hashing to support unseen

IDs, hashing is often used to improve the scalability of practical RS. One method is via the

“hashing trick” [133, 200], which reduces the feature space required by categorical features.

Zhang et al. [220] uses two hash functions to select and combine the embeddings of high-

frequency items to form the embeddings for low-frequency items. Liu et al. [125] uses cuckoo

hashing [139] on high-frequency IDs to maintain a collision-less hash table. This allows for

the continuous eviction of old IDs during online training. Zhang et al. [223] improves the

speed of recommendations by using LSH to limit candidate pairs. Ghaemmaghami et al. [60]

proposes a novel hierarchical-clustering-based approach to hash users/items to encourage

collisions between similar IDs, resulting in better performance with fewer buckets. Zhang

et al. [221] formulates collaborative filtering as a binary code hashing problem, allowing

users/items to be represented with binary embeddings. This allows for improvements in
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speed and storage efficiency. Tan et al. [180] instead utilizes a Graph Neural Network (GNN)

to learn the binary hashing function.

Cold-Start RS Methods A known issue in recommendation systems is the cold-start

problem [118], which is when low-degree users and items receive poorer quality recommenda-

tions. In this work, we look specifically at the problem of OOV users/items, which means

they occur exactly zero times in the training examples. However, cold-start methods often

focus on the transductive setting where all the users/items appear at train time (although

some may have very few interactions). Vartak et al. [185] focuses on the case of OOV items

and proposes a meta-learning approach that uses a classifier based on user history to adjust

model parameters. Wang et al. [190] extends Model-Agnostic Meta-Learning (MAML) [55]

for improving cold-start recommendation performance. DropoutNet [187] uses input dropout

during RS model training to improve the model’s generalization to missing features. Lam

et al. [111] proposes a probabilistic approach to handling OOV users on MovieLens [78].

Cold-Start Graph Methods Recommendation systems can be formulated as a link

prediction problem on a bipartite graph, where edges represent interactions between users

and items. As such, we also briefly discuss existing literature focused on improving cold-

start performance on graph-related tasks. These include both training-based [88, 234] and

augmentation-based [156, 230] approaches. However, due to model architecture and training

differences, these approaches are not straightforward to apply to RS.

NLP OOV Handling There has also been extensive study of handling OOV values for

text tokenization in the field of Natural Language Processing (NLP) [131, 17]. Modern DNN
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models typically use sub-word (e.g., character or byte-level) tokens [150, 43, 131], which

reduce or eliminate the chance of OOV values. However, word-level tokenizers often have to

deal with OOV values, and various approaches have been proposed, including using mean

and random vectors [131, 127, 128].

6.7 Conclusion

In this chapter, we explored the inductive setting in recommendation systems,

where we focused on finding the best method to handle previously unseen (OOV) values.

We evaluated nine different OOV embedder methods that are efficient, model-agnostic, and

guaranteed to maintain transductive performance. To the best of our knowledge, this is

the first comprehensive empirical study of the performance of various OOV methods for

recommendation systems. Our results show that, of the nine methods, the locality-sensitive-

hashing-based methods tend to be the most effective in improving inductive performance.

Additionally, we augment and re-release three inductive datasets to facilitate future study of

inductive performance and OOV methods in recommendation system problems. Furthermore,

we derive a set of four recommendations for industrial practitioners to improve their inductive

recommendation systems performance and alleviate pain points in dealing with OOV values.

We hope this chapter encourages both academic and industrial researchers to further explore

the inductive and OOV settings, considering their immediate practical impact in real-world,

production-scale recommendation systems.
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Chapter 7

Conclusion

This thesis makes significant contributions to the field of graph learning by addressing

four key research questions and exploring three critical frontiers. The thesis demonstrates the

importance of bridging ideas from different domains, emphasizing efficiency, and challenging

established concepts to advance the state-of-the-art in graph learning.

In the area of multiplex graph generation, we introduce TenGAN, a novel method

that combines ideas from tensor decompositions with modern Graph Neural Networks

(GNNs) to efficiently generate multiplex graphs. By implicitly compressing the parameters

in the network, TenGAN reduces the number of parameters required and preserves the

interactions between different modes, overcoming the limitations of existing statistical

preferential attachment models.

The thesis also makes substantial progress in non-contrastive link prediction by

performing a detailed benchmark of existing methods and identifying a key limitation.

By proposing a simple modification to address this limitation, the thesis demonstrates an
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improvement of up to 120% in Hits@50 compared to existing non-contrastive methods and a

14× speedup over contrastive methods, highlighting the importance of efficiency in graph

learning tasks.

Furthermore, the thesis establishes a theoretical connection between contrastive

learning and clustering on graphs, leading to the development of CARL-G, a new framework

and loss function that reformulates node representation learning as a clustering problem. By

leveraging Clustering Validation Indices (CVIs) as effective substitutes for existing contrastive

losses, CARL-G achieves better node representations in significantly less time, with a 79×

faster training time than the best-performing node classification baseline and a 1,500× faster

training time than the best-performing node clustering and similarity search baseline.

Finally, the thesis challenges the established assumption that simple out-of-vocabulary

(OOV) handling methods are sufficient in recommendation systems. By exploring 9 different

OOV embedding methods on 5 different models, the thesis identifies locality-sensitive hashing

(LSH) based methods as a more effective approach, resulting in a 3.74% mean improvement

over the industry-standard baseline. This contribution highlights the importance of improving

the inductive capabilities of recommendation systems in a fast and space-efficient manner.

In summary, this thesis makes significant advances in graph learning by introducing

novel methods, frameworks, and insights that address key research questions and challenges in

the field. Although there remains much work to be done, its contributions have the potential

to impact a wide range of applications, from social network analysis to recommendation

systems, and lay the foundation for further research and development in graph learning.
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7.1 Future Directions

Here we list some potential future directions:

7.1.1 Multi-Stage Recommendation System Training

Typically, recommendation systems in industrial applications consist of multiple

stages. These usually consist of the retrieval, ranking, and re-ranking stages. Each stage

is typically progressively more expensive than the previous stages. Each stage also usually

therefore reduces the number of candidate items considered at that stage. Typically, there is

not much information passed between the stages.

One potentially interesting future direction would be to transfer information between

the stages. This could be in several forms. For example, information about the certainty

of predictions or historical performance on items could be used to either increase or reduce

the candidate count at each stage, potentially saving money or increasing ranking accuracy.

Information could also be passed backward from the later ranking stages in order to facilitate

distillation — each ranking stage could be the teacher for the previous one. This challenges

the traditional notion in production recommendation systems that information only needs to

flow in a single direction.

However, we need a flexible recommendation system evaluation framework before

a large-scale study like this is feasible. Most existing recommendation frameworks like

RecBole [232] only support a single model (whether retrieval or ranking). We believe it may

be worth creating and open-sourcing a framework that realistically emulates multiple retrieval
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and ranking stages (without the large resource requirements of a typical production-grade

deployment) before attempting to conduct research on multi-stage recommendation systems.

7.1.2 Non-Contrastive Graph Learning for Other Graph Tasks

Non-contrastive graph learning was originally shown to be effective on node classifi-

cation tasks [183, 15]. We also showed that it can be effective for link prediction tasks, with

some modifications, in Chapter 4 above. However, there are various other graph tasks where

these models could potentially be applied to great effect. It would be interesting to see how

effective these non-contrastive models are for those tasks since industrial practitioners often

would use the same node embeddings for various downstream tasks.

For example, non-contrastive models could potentially be used for the task of graph

classification, where we are given a set of input graphs and their classes and the objective is

to determine the class of a given unseen graph. This could be done by using a non-contrastive

model to obtain embeddings for each graph, obtained via a readout function on the node

embeddings, and training a downstream classifier. The goal would be to determine the

difference in the effectiveness of using embeddings from a non-contrastive model compared

to a contrastive model or a more traditional supervised model.

Another pair of interesting tasks to explore would be the node similarity search

(given a node, how likely are its nearest k nearest neighbors to be within the same class)

and node clustering (after running clustering on the embeddings, how pure are the clusters)

tasks. We briefly evaluate the performance of BGRL on those tasks in Chapter 5 but it

would be interesting to perform a more detailed and thorough evaluation across multiple

non-contrastive methods.
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7.1.3 Diffusion Models for Multi-view Graph Generation

Recent work has led to the development of diffusion models [82, 206] for image

generation as a more stable and effective alternative to GANs [63]. Liu et al. [123] has

proposed diffusion-based graph generative models. This potentially paves the way for future

extensions to multi-view graphs. However, diffusion models are infamous for being costly to

train, especially on large inputs. This would make it difficult to scale to larger multi-view

graphs. One potential approach to this would be to compress the multi-view graph through

a tensor decomposition, much as we showed was possible with TenGAN and may be worth

exploring.
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