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Objective
• Develop a comprehensive perception 

system featuring a sematic segmentation 
models for autonomous vehicles (AVs) to 
contribute to a safer, more efficient, and 
sustainable transportation.

Motivation
• Improving road safety.
• Transforming transportation.
• Increase traffic efficiency.
• Focus on perception and semantic 

segmentation

Autonomous Vehicles
• Vehicles equipped with technology to 

navigate and operate independently, 
without human control

Importance of AVs
• Improve Safety
• Increase Productivity
• Reduce Traffic
• Create Independence

Semantic Segmentation
• Classifies every pixel in an image.
• Utilizes deep learning for precision.
• Enables environment understanding.

Data
• Cityscapes dataset [4]: Real-world urban street 

scenes with pixel-level annotations.
Preprocessing Data
• Resolution: Images resized to 1024x1024.
• 19 classes.
Hyperparameters

Methodology and Data
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• Demonstrated high precision in 
segmenting urban elements like roads, 
sidewalks, vehicles, and pedestrians.

• Proven robust and generalizable with 
up to 93% accuracy on the training 
dataset.

• Showed great potential for real-world 
applications.

• Will explore end-to-end deep learning 
approaches, like reinforcement 
learning, for direct sensor-to-command 
mappings.

• Will extend to instance segmentation 
for detailed object class tracking.
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Segmentation comparisons across models: 
SAM [1] (top), U-Net [2] (middle), and 

DeepLabV3+ [3] (bottom).  

Models SAM U-Net DeepLabV
3+

Global 
Accuracy

92.81% 85.46% 77.91%

Global 
Jaccard

87.36% 77.08% 64.16%

Global 
Precision

92.98% 85.16% 77.91%

Global F1 
Score

92.76% 85.26% 75.15%

Global 
Recall

92.81% 85.46% 77.98%

Performance comparison of segmentation 
models (SAM [1], U-Net [2], and 

DeepLabV3+ [3]) trained on the Cityscapes 
dataset across key metrics
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Segment Anything Model (SAM) [1] 

Classification, Generic Segmentation, 
Sematic Segmentation, Object 

Segmentation.

Autonomous Transportation Visual 
Representation.
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