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We describe an alternative approach to the analysis of gravitational-wave backgrounds, based on the
formalism used to characterize the polarization of the cosmic microwave background. In contrast to standard
analyses, this approach makes no assumptions about the nature of the background and so has the potential to
reveal much more about the physical processes that generated it. An arbitrary background can be decomposed
into modes whose angular dependence on the sky is given by gradients and curls of spherical harmonics. We
derive the pulsar timing overlap reduction functions for the individual modes, which are given by simple
combinations of spherical harmonics evaluated at the pulsar locations. We show how these can be used to recover
the components of an arbitrary background, giving explicit results for both isotropic and anisotropic uncorrelated
backgrounds. We also find that the response of a pulsar timing array to curl modes is identically zero, so half of the
gravitational-wave sky will never be observed using pulsar timing, no matter how many pulsars are included in
the array. An isotropic, unpolarized and uncorrelated background can be accurately represented using only three
modes, and so a search of this type will be only slightly more complicated than the standard cross-correlation
search using the Hellings and Downs overlap reduction function. However, by measuring the components of
individual modes of the background and checking for consistency with isotropy, this approach has the potential
to reveal much more information. Each individual mode on its own describes a background that is correlated
between different points on the sky. A measurement of the components thatindicates the presence of correlations
in the background on large angular scales would suggest startling new physics.
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I. INTRODUCTION

Near-future detections of gravitational waves (GWs) will
open a new window onto the cosmos by allowing astro-
physical and cosmological phenomena that generate only
weak or difficult-to-detect electromagnetic signatures to
be probed for the first time and with an unprecedented
precision. Within the next several years a global network of
advanced kilometer-scale laser interferometers will come
online, providing insights into stellar-mass compact binary
systems and stochastic gravitational-wave backgrounds in
the kHz band [1-4]. In 20 years, the launch of a ~10° m
arm-length space-based laser interferometer will allow
precision tests of fundamental physics and perform detailed
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demographic studies of massive black holes throughout the
Universe [5].

Concurrently with these efforts are dedicated programs
observing the regular pulsed emission from ensembles of
Galactic millisecond pulsars with the aim of detecting and
characterizing nanohertz gravitational waves [6-9]. The
long-term stability of integrated pulse profiles allows
incredibly accurate models of the time of arrival (TOA)
of pulses to be constructed and enables these pulsars to be
used as standard clocks in the sky. Potential gravitational-
wave targets in the nHz band are single resolvable sources
[e.g., chirping supermassive black-hole (SMBH) binaries
[10-12] or cosmic-string bursts [13—15]] and stochastic
backgrounds from the superposition of many inspiraling
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SMBH binary systems [16—18], decaying cosmic-string
networks [19-22], or even backgrounds of primordial
origin [23,24].

A pulsar timing array (PTA) can be thought of as a
galactic-scale gravitational-wave detector [25]. When a
gravitational wave transits the Earth-pulsar line of sight,
it creates a perturbation in the intervening metric, causing a
change in the proper separation, which manifests as a
redshift in the pulse frequency [26-29]. Standard timing
models only factor in deterministic influences to the TOAs,
such that a subtraction of modeled TOAs from the raw
observations will result in a stream of timing residuals,
which encode the influence of gravitational waves along
with stochastic noise processes. A PTA allows one to cross-
correlate the residuals from many pulsars, leveraging the
common influence of a gravitational-wave background
against undesirable, uncorrelated noise processes.

In fact, for a Gaussian-stationary, isotropic, unpolarized
stochastic background composed of plus/cross gravitational-
wave polarization states, the cross-correlation of timing
residuals is a unique smoking-gun signature of the back-
ground’s presence, and it depends only on the angular
separation between pulsars on the sky: this is the famous
Hellings and Downs curve [30]. Backgrounds composed of
non-Einsteinian polarization states [31,32], or influenced by
nonzero graviton mass [33], will induce different correlation
signatures, as will anisotropy in the background’s energy
density [34,35], where the signature will contain rich
information on the distribution of gravitational-wave power
with respect to the position of pulsars on the sky.

Each of these standard analyses assumes a model
describing the nature of the background and then tries to
measure a small number of model parameters. For an
isotropic, unpolarized and uncorrelated background there
is just one measurable parameter, which is the amplitude of
the background. While such analyses are optimal for the
type of background being modeled, they will not be as
sensitive to alternative models and will not indicate whether
the model is correct. In this paper, we describe how pulsar
timing residuals can be used instead to construct a map of
the gravitational-wave background that makes no assump-
tions about its nature. The properties of the observed
background can be checked for consistency with any
particular model, e.g., to what extent it is isotropic,
unpolarized and uncorrelated, but this approach has the
potential to reveal much more, since we will extract all of
the information that can be determined about the back-
ground by a given pulsar timing array. This information will
not only tell us which out of our current models provides the
best description of the background, but will clearly indicate
if none of those models are accurate and therefore that new
physical models of the background are required.

The polarization of the cosmic microwave background
(CMB), which has two independent components, can be
represented as a transverse traceless tensor field on the sky
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[36]. In the analysis of CMB data, the polarization field is
represented as a superposition of gradients and curls of
spherical harmonics, and CMB measurements attempt to
determine the individual components of those modes. A
gravitational-wave background is also a transverse traceless
tensor field on the sky, and so the same formalism can be
applied to the analysis of a gravitational-wave background.
It is this that we describe in this paper. That the CMB
approach can be readily applied to gravitational waves is
most easily seen from the fact that the gradients and curls of
spherical harmonics can also be written as the real and
imaginary parts of spin-+2 spin-weighted spherical har-
monics, which are widely used to decompose the gravita-
tional-wave emission from a source [37].

Any gravitational-wave background can be decomposed
as a sum of gradient and curl modes. The components
of this decomposition are the expansion coefficients of
the metric perturbation in terms of the gradient and curl
spherical harmonics; see Eq. (10). The signature that arises
in the cross-correlation of the timing residuals of pairs of
pulsars in a PTA can therefore be computed as a sum of the
cross-correlation curves (overlap reduction functions) of
each mode. For an unpolarized statistically isotropic back-
ground the overlap reduction functions for the individual
modes are just Legendre polynomials, and the Hellings and
Downs curve can be recovered straightforwardly as a
superposition of these. Three modes are sufficient to
represent the Hellings and Downs correlation for reason-
able assumptions about the PTA, so applying this formal-
ism to an isotropic, unpolarized and uncorrelated
background will not be much more computationally chal-
lenging than the standard analysis.

The overlap reduction functions for individual modes can
also be computed for anisotropic backgrounds. For pulsar
timing arrays, the resulting expression is relatively simple
since the response of a pulsar to curl modes is identically zero,
while the response to a gradient mode is proportional to the
corresponding spherical harmonic evaluated at the direction
to the pulsar. For anisotropic, unpolarized and uncorrelated
backgrounds, the integral expressions for the spherical
harmonic components of the overlap reduction function
can be evaluated analytically, allowing us to extend the results
given for quadrupole and lower backgrounds in [34].

It is also relatively straightforward to reconstruct a map
of the gravitational-wave sky for that part of the back-
ground spanned by the gradient modes visible to a PTA,
and we describe how this can be done. For a PTA consisting
of N pulsars, at any given frequency we make two
measurements—an amplitude and a phase—with each
pulsar. Since PTAs are static, the response function is
frequency independent, and we would therefore not expect
to be able to measure more than 2N real components of the
background. The fact that PTAs are sensitive to only 2N
components of the background is consistent with recent
unpublished results by Cornish and van Haasteren (private
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communication). We describe how we can recover these N
complex combinations of gradient mode components and
which components we expect to measure most accurately
(those for the low-/ modes). In practice, we can either
restrict our mapping search to fewer than N low-/ modes or
use singular-value decomposition (SVD) of the mapping
matrix to determine the N linear combinations to which the
array is sensitive. Since we make no assumptions about the
properties of the underlying background in this analysis, we
can interpret the map that we obtain in terms of its
implications for fundamental physics, as described below.
To characterize an isotropic, unpolarized and uncorrelated
background we need to reach an angular resolution of
[ nax ~ 4, which requires 21 pulsars, well within reach of
current PTA efforts. To reach the angular resolution at
which we expect to resolve individual sources with a PTA
we must probe /., ~ 10, which will require ~100 pulsars.
This should be achievable with the square-kilometer array
(SKA) [38].

In our approach, each individual mode used in the
decomposition describes a background that is correlated
between different points on the sky. By this we will mean a
correlation in the gravitational radiation coming from
different angular directions, which is different from the
correlation between the pulsar responses, present for all
types of backgrounds. It is also different from spatial
correlations that may exist between the metric perturbations
evaluated at different locations in space. A background that
is spatially homogeneous and isotropic can have spatial
correlations provided the correlations depend only on the
distance |x — y| between any two points X and y, and any
background of this form will be uncorrelated in Fourier
(angle) space. We focus on angular correlations because we
will measure the gravitational-wave background at a single
point only and therefore cannot compute spatial correla-
tions from our data. Assumptions about the presence or
absence of spatial correlations are needed to compute the
statistical properties of a background in any particular
physical model, but here we will focus only on a meas-
urement of the background, and so the angular correlation
properties are the most important.

The gravitational-wave background in the pulsar timing
band is most likely generated by a superposition of
emission from many individual astrophysical sources.
Such a background will not show angular correlations
between different sky locations, but would show anisotropy
indicative of the spatial distribution of sources contributing
to the background. A background of cosmological origin
could in principle show angular correlations on some scale,
and the spectrum of modes present will be characteristic of
the quantum fluctuations that produced it. However, there
are no mechanisms currently known that would generate
such correlations in the nanohertz frequency band.
Nonetheless, the power of the analysis described here is
that it can represent any background and it makes no
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assumptions about the correlation properties or isotropy. It
will allow us to derive a map of the background, free from
model assumptions, that will encode all of the details about
the underlying physical processes that produced the back-
ground and that are possible to deduce from our observa-
tions. If the map indicates the presence of correlated
emission or significant anisotropy, it will be a startling
and profound result, pointing to either unmodeled physics in
the early Universe or an unknown systematic affecting the
timing data. In either case, the result would be of great
significance.

This paper is organized as follows: In Sec. II we describe
the general formalism, which is based on that used to
characterize CMB polarization and can be used to describe
arbitrary gravitational-wave backgrounds. We include a
description of the basis functions used to expand the
backgrounds, and we give definitions of the response
functions and overlap reduction functions for arbitrary
gravitational-wave detectors. In Sec. III we specialize to
the case of PTAs, deriving the overlap reduction function for
an unpolarized statistically isotropic background, and show
how the Hellings and Downs curve for an isotropic,
unpolarized and uncorrelated background is well approxi-
mated by a combination of the first three modes, [ = 2, 3, 4.
We show that the response of a pulsar to the curl modes of a
gravitational-wave background is identically zero, while the
response to an individual gradient mode is simply propor-
tional to the corresponding spherical harmonic evaluated at
the direction to the pulsar. We also demonstrate how the
formalism can be used by recovering the coefficients of the
expansion from a simulated pulsar-timing data set. In
Sec. IV we compute the overlap reduction functions needed
to represent arbitrary anisotropic backgrounds, giving
explicit expressions for a PTA. In Sec. V we discuss
how one can reconstruct a map of the gravitational-wave
sky in terms of the gradient components visible to a PTA.
We show that an N-pulsar array can measure N (complex)
combinations of the gradient components of the back-
ground, but is blind to the curl component, irrespective
of the value of N. Finally, in Sec. VI we summarize the
results and discuss some of the implications if a measure-
ment of these parameters is made that is indicative of
significant correlations in the background.

We also include several appendixes: Appendixes A
and B contain useful definitions and identities for spin-
weighted spherical harmonics and associated Legendre
functions and Legendre polynomials, respectively. In
Appendix C, we calculate the oscillatory behavior of the
pulsar term for an isotropic, unpolarized and uncorrelated
stochastic background and show that it is negligible. In
Appendix D, we derive the grad and curl responses for a
static interferometer and find that the curl response is zero,
similar to that for a PTA. In Appendix E, we derive analytic
expressions for the spherical harmonic components of the
overlap reduction function for anisotropic, unpolarized and
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uncorrelated backgrounds for all values of [/ and m,
extending the analytical results of [34].

II. GENERAL FORMALISM

The gravitational-wave field is a symmetric transverse-
traceless tensor field, with two independent polarization
states, i, and h,, which transform under rotations of the
polarization axes defined at each point on the sky [39]. In
the analysis of the CMB, polarization is characterized by a
two-dimensional, symmetric and trace-free matrix, which
is analogous to the symmetric transverse-traceless metric
perturbations describing a general gravitational-wave field.
Therefore, our analysis will closely parallel the treatment of
polarization in analyses of the CMB; see, e.g., [36,40].

A. Gradient and curl spherical harmonics

Any symmetric trace-free rank-two tensor field on the
two-sphere S? can be written as the sum of the “gradient” of

~

a scalar field A(k)

1

Ay — = A 1
;ab Zgab o ( )

plus the “curl” of another scalar field B(k)

1
E (B;acecb + B;bceca)’ (2)

where a semicolon denotes covariant differentiation, g, is
the metric tensor on the sphere, and ¢, is the Levi-Civita
antisymmetric tensor

0 1
€ab:\/§<_1 0) (3)

Following standard practice, we use the metric tensor g,
and its inverse ¢” to “lower” and “raise” tensor indices—
e.g., €, = g“€,p. In standard spherical coordinates (6, ¢),

1 0
= , = siné. 4
Jab ( 0 sin’0 ) Vi @

Since any scalar field on the two-sphere can be written as a
sum of spherical harmonics, Y;,,(k), it follows that any
symmetric trace-free rank-two tensor field can be written as
a sum of gradients and curls of spherical harmonics [36,41].

Defining the gradient and curl spherical harmonics for
[>2 by

1 :
ng)ab = N[ <Y(lm);ab - zgllby(lm);c > , (5)
N, . .
Y(C;m)ab = 7 (Y(lm);ace bt Y(lm);bc€ a),

where
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2(1-2)!
-2t ©)

N =
! (1+2)1

it follows that

Az dzglzygm)ab (]A()Yg'm')ab*ac) = 011 Omm'» )
/Sz dQQlAcY(C;m)ab (I%)Y(Cl‘/m')ub*(l}%) = 811 Omm'» ®)

L 2 2xG L, (R)YE, (k) = 0. ©)

Note that we have adopted the notational convention used
in the CMB literature, e.g., [36], by putting parentheses
around multipole moment indices / and m to distinguish
these indices from spatial tensor indices a, b, etc.

B. Expanding the metric perturbations

In transverse-traceless coordinates, the metric perturba-
tions h,, (1, X) associated with a gravitational wave are
transverse to the direction of propagation k and hence
define a symmetric trace-free tensor field on the two-
sphere. The Fourier components /i, (f, k) of the field can
therefore be decomposed as

with

a(C;m)(f) = /S2 dzglzhab (f7 ]%) Y(C;m)ab* (]%)7
(1)
(1) = [ POl TG, 1)

Note that the summation over [ starts at [ = 2 and not at
[ = 0, as would be the case if we were expanding a scalar
function on the sphere in terms of ordinary (i.e., undiffer-
entiated) spherical harmonics Y,,,(k). In what follows we
will use the shorthand notation -, for >, 37! .
From the above definitions it follows that

G.Cx [T\ __ myG,C 7
Y(lm)ab(k) - (_1) Y(l,—m)ab(k)’

Y6, (=k) = (=1)G,, (k) (12)
YG, (k) = (=1)11y g, (),

and
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QG () = (1", (~1).
afj, (f) = (=1)af, (f), (13)
a6 () = (=116 (1),

with respect to complex conjugation and parity (i.e.,
k — —k) transformations. Note that the gradient modes have

“electric-type" parity, while the curl modes have “magnetic-
type” parity. These are sometimes referred to as “E modes”
and “B modes,” respectively, in the CMB literature.

ha(. D) = [ af

Introducing the usual orthogonal coordinate axes on the sky

@0 {Z[a

~

k = sin@cos ¢ + sin O sin 9 + cos 6z = 7,
1

= cos 0 cos ¢px + cos @ sin ¢y — sin 7 = 6, (15)
= —sin¢x + cos ¢y = 45
and defining two polarization tensors by
ey (k) = 1,1, — i,
ab(A) R b Ab (16)
e;(b(k) = Ly, + mgyly,

the gradient and curl spherical harmonics can be written
explicitly as [42]

~ N ~ ~ A ~
Y Cmyan(K) = 7’ (W (1my () €3 (K) + X (1) (k) €53, ().
N

(17)
VG 8) = LW 0y (B2, (8) = X1y (R (D)
where
R 0? 0 m? R
W (1) (k) = (@ - COtQ% + sin29> (1m) (k)
O? A
= <2w+l(l+l))Y(lm)(k), (18)
A 2im [0 A
X(lm)(k) ﬁ (@ - COtH) Y([m)<k) (19)
|
R N
(e = [“or [ ea SN, (ow
)

(Im

N,

5@ )Xy (B) + ) (W (B R) }euﬂf(t_k.xm_
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A general stochastic gravitational-wave background
can be written as a superposition of plane waves having
frequency f and propagation direction k. We assume that
gravitational waves of different frequencies are uncorre-
lated with one another, which follows if the background is
stationary with respect to time. Using the preceding
decomposition, we can therefore write the metric pertur-
bation induced by an arbitrary stochastic background in
transverse-traceless coordinates as

(14)

These functions are related to spin-2 spherical harmonics
[43,44] through the equation

-~ N,

:tZY(lm)(k)_\/E[ am () £ iX g (K)].  (20)

and can be written in terms of associated Legendre
functions as

W)= 42, P s, b

» 2041 (l-m)! _ .
X amy (k) = =24 | = WG(lm)(cose)e ¢ (22)

+ l_ m2 1 m
G(lm)(COSG) == m+§l(l —1) | P}*(cos )
0
+(I+ )COSQP;"1<COS 0), (23)
G (cos 0) = Sln29 [(I = 1) cos P} (cos 0)

— (I + m)P}",(cos 0)]. (24)

Using this explicit form for the gradient and curl
spherical harmonics, Eq. (14) becomes

(25)

In terms of the more traditional “plus” and “cross” decomposition of the Fourier components,
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hap (1. X) = /oo df | @Qlh(f.k)el, (k) + h(f, ke, (k)] el t=ki/e), (26)
-0 s?

we see that

hy(f k) = (%;)71 [aﬁm) ()X 1y (k) + a(lm)(f)W(,,,,)(lAc)}, “
and, conversely,
o (1) =Ny [ @ 1R () + (.00, B »
g 1) = N1 [ S (£ RW () = (10K, B
Finally, in terms of spin-weighted spherical harmonics
Vi (B2 760 (B) = = (e1,0) £ 15, 0) 2, () 29)
and
h(f k) % ik, ( Z o (F) 800, () 22¥ (1) (R, (30)
T (1) £ a6 (1) = [ O (1) & i) 2 B G1)

These latter expressions for . (f, k), hy(f, k), a (im) (f). and af (1m)(f) are convenient when one can make use of relations
derived for the spin-weighted spherical harmonics ,,Y ,, ( ) (see, e.g., Appendix A).

C. Statistical properties of the background

The statistical properties of a Gaussian-stationary background are encoded in the quadratic expectation values
(ha(f R)R%(f K)) or, equivalently, (ab,(f)al" (f"), for A,A"={+,x} and P,P'={G,C}. For a statistically
unpolarized and uncorrelated isotropic background

(o (FRRL(FK)) = (F OB (F. B)) = %H(f)é%fc, K)8(f = 1),
(o (F )R (f K)) = (o (f RYRE(f. K) = 0,

(32)

where H(f) > 0. The factor of 1/2 has been included so that H(f) is the two-sided gravitational-wave strain power, when
summed over both polarizations. Using Eq. (28) and assuming the above expectation values, it follows that

(@ (P () = NN [ P [ Pyl (7 BW B) + (700X, B

o - ROW i (R) -+ 5 ) X g ()
X0 [ e [ @0 kR Wit R+ Xy (DX 0 RVH 0~ )
_511’5mm (f)(f = 1), (33)

_ NNy
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where the last line follows from the orthogonality relation

PHYSICAL REVIEW D 90, 082001 (2014)

/S W ()W 0y (k) + X,y (R)X ) (R)] = Nivl 81 By (34)
which is a consequence of Egs. (7) and (8). In a similar way, one can show that
(0 (1) (1)) = S H (NS = f), )
(aG (i) (1)) = 0= (G (Fa) (1),
where the zero expectation values follow from
ﬁ e [Xf,m)(ic)w(,m,)( = W (D)X ) (1})} -0, (36)
|
which is a consequence of Eq. (9). Thus, if we define CYY(f) = CEC(f) = Ci(f). “0)
Cre(f) = =Cro(f),

(aly (Nl (F)) = 8w CF (NS = 1), (3T)

where the correlation functions have the form

CPP(f) = CIPH(f), (38)

we deduce that an isotropic, unpolarized and uncorrelated
background may be described by Eqs. (37) and (38) with

Co6=C=C=1, CFC=0=C (39

for [ > 2.

D. Statistically isotropic backgrounds

Stochastic backgrounds described by expectation values
of the form given in Eq. (37) are said to be statistically
isotropic. This means that there is no preferred direction
on the sky, even though there can be nontrivial angular
dependence in the distribution of gravitational-wave power
via the CPP'(f). The fact that the quadratic expectation
values in Eq. (37) depend only on / and not on m is
equivalent to the statement that the angular distribution is
independent of the orientation of the reference frame in
which it is evaluated. In Sec. IVA, we will extend our
analysis to include more general (i.e., statistically aniso-
tropic) backgrounds, allowing expectation values that can
also depend on m; cf. Eq. (106). In principle, the correlation
functions C* '(f) for a statistically isotropic background
are arbitrary, but if we impose additional physicality
constraints the forms are restricted, as we shall discuss
in Sec. VI A. Requiring the background to be statistically
unpolarized imposes the restrictions

which follow from invariance of the expectation values
under rotations about a point on the sky. In addition,
invariance of the expectation values under a parity trans-
formation (/Ac — —lAc) further requires

CPe(f) =0=C{o(f). @1)

To see that this is indeed the case, recall that under a parity
transformation [cf. Eq. (13)],

S

(42)

)
=0
g
—~
=
~—
—~~
I
—_
=
s
Q
=0
2
—~
=
~—

for which

(a6 (NS (1) = (=141 (al (£)aGh ()
= (—1)l+ll+l5ll’5mm’cfc( )5(f—f')
= =81 8m CY(F)8(f = ')
= (G (NaGo (M) @3)

Thus, invariance under a parity transformation requires

(a6 (PG (1)) = 0. (44)

o CYC(f) =0. Similarly, one can show C¢¢(f)=0.
Hence, a statistically isotropic, unpolarized and parity-
invariant background is completely characterized by the
single correlation function C;(f) = CE¢(f) = CEC(f).
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E. Detector response functions

The response of a detector to a passing gravitational
wave is given by the convolution of the metric perturba-
tions &, (¢, X) with the impulse response R%(t,X) of the
detector,

0= ["ar [ @srP e hali-rF-5). @)

If we expand the metric perturbations in terms of the plus
and cross Fourier modes £, (f, k), where A = {+, x}, we
can write the response as

r(r) = /_ K /S 2 dZQ,;ZA:RA(f, K)ha(f ke, (46)

where
RA(f, k) = em2mfk3/e e, (k)

X/oo dT/d3yR“b(T,})e_iZ”f(T_i('y/c)- 47)

Alternatively, if we expand the metric perturbations in
terms of the gradient and curl spherical harmonic modes
af,(f), where P = {G. C}, we have

r(1) _/_ deZle

(f) lerjt (48)

where

Rf)lm) (f) / d2Q e—zZﬂfk x/c Y{}m)ab(l})

/ d‘L’/d%yRab z, y —12;zf( ky/c) (49)

The detector response functions implicitly depend on the
assumptions made about the choice of polarization axes,
but we will assume these are consistent with the definitions
used in Egs. (15) and (16) above. Note that the response
functions for the two different mode decompositions are
related by

R (£ =3 N, [Rf,m) IW iy () = R ()X ) (R)].
(Im)

R*(f.k) ZN,[ i (B) + R,y (1IW, (R)].
(50)

and, conversely,
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N R
R (1) =5 [ @R (7. bW ()
+ R R) X ().

_N’/ 20, [RX(f YW (1 (R) (5D

which follow from Eq. (17).

F. Overlap reduction function

Using Egs. (37) and (38) for a statistically isotropic
background, and assuming CYC = C¢€ = C; and CY¢ =
0 = C¢C, the expectation value of the correlation between
two detectors, labeled by 1 and 2, can be written as

(r(@)ra(1)) = /_m dfe® U IH(f)TL(f). (52)

where T'j5(f) is the overlap reduction function (see,
e.g., [45-47]) and is given by

Iu(f) = Z CT (/). (53)
1=

with

Cio(f ZzﬂmRmm,<w

m=-—1 P

where R‘;(Zm) (f) are the gradient and curl response func-

tions for the two detectors, I = 1,2. In Sec. IVA, we will
extend our analysis to compute overlap reduction functions
for general anisotropic backgrounds.

III. APPLICATION TO PULSAR
TIMING ARRAYS

In this section, we apply the above formalism to PTAs,
deriving the overlap reduction function for statistically
isotropic backgrounds, and showing how one can recover
the Hellings and Downs curve. The same approach can also
be used to characterize gravitational-wave backgrounds in
other frequency bands, relevant to ground-based or space-
based detectors. Although the overlap reduction functions
in those cases will be different due to the different detector
response functions, they can be calculated in a similar way
to the pulsar timing response derived here.

A. Detector response functions

As a plane gravitational wave transits the Earth-pulsar
line of sight, it creates a perturbation in the intervening
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metric, causing a change in the proper separation, which is
manifested as a redshift in the pulse frequency [26-29],

~ Auv(r) ayb

1 uu
z(t, k) = == =
(1. Vo 214+ k-2

Ahg, (1, k), (55)
|

PHYSICAL REVIEW D 90, 082001 (2014)

where k is the direction of propagation of the gravita-
tional wave, &t is the direction to the pulsar, and
Ahgy, (1, k) is the difference between the metric perturba-
tion at Earth, (z,X), and at the pulsar, (tp,xp)
(t—L/c,x + Lir),

Amxnbsa/WW%MU@ﬂaMw4wa_aMWFMMﬂ

_ /oo dfh (f k) i2nf(1—k%/c) |:1 _ e_iZHfL(IHA(‘ﬁ)/C}. (56)

For a gravitational-wave background, which is a superposition of plane waves from all directions on the sky, the pulsar

redshift integrated over k is given by

o 1 uul
z(t) = d /dZQA— =
() /—oo f 52 k21+k

ah(f k) 2rf(1— kx/c)[l —e

—i2afL(1+k)/c] (57)

The quantity that is actually observed by a pulsar timing measurement is the timing residual (z), which is related to the

redshift z(z) via

r(r) = /Otdt’z(t’)

1 uub
= d P2Q - ————
/_oo szﬂf 5 k21+k.

ab(f k) 2zf(t— kx/c)[l _

e—iZJrfL(l-H;-ﬁ)/c]' (58)

If we expand hy,(f, k) in terms of either h4(f, k) or a” (Im) (f) [see Egs. (26) and (14)], and then compare the above
expressions with Egs. (46) and (48), we see that the detector response functions for the timing residuals r(7) are given by

. 11 b
RA(F.B) = ”

_7A
2rf21+h-a

1 uu
sz ——
<f) lZn’f 52 214k a

(]2) —2nfki/c [1 _

(lm)ab(

emi2fL(ka)/c), (59)

f)e-izarkife[]  gmidafLO+ka)/e] (60)

The detector response functions for the redshift z(7) are the above expressions without the factors of 1/(i2zf).

In what follows, we will make the approximations

ulub 61)

and

Rl (f) = (12f) 'L,

1 u“u” . (62)
P — 20.__ "~ " wyP
F(lm) - /S2 d Qk 21 + k . Y(lm)ab(k)'

This amounts to (i) choosing a reference frame with the
origin at the solar-system barycenter (SSB), for which a
detector (i.e., a radio telescope on Earth) has X ~ 0, and
(i) omitting the pulsar term, which is proportional to

exp[—i2zfL(1 4 k- @t)/c]. In the case of an uncorrelated
background, the contribution from this term averages to
zero in the limit fL/c — oo, except for the autocorrelation
of each individual pulsar, which this term increases by a
factor of 2. The integrand that enters the cross-correlation
(ri(1)ry(¢")) for an uncorrelated background contains the

factor (see, e.g., [34])
=i2afLi(1Hkin)/e][] — gi2afLa(l+kin)/c]

(63)

ki (f, ]2) =[1-e
For the autocorrelation of data from pulsar 1 with itself, this

factor becomes

11— emi2afLi(+kin)/e2 = 2 — 2 cos2nfL, (1 + k- y)/c].
(64)
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It is clear that for fL;/c> 1 the contribution of the
oscillatory term to the integral for the overlap reduction
function will be suppressed by a factor of a least 1/(fL;/c)
and can hence be ignored. In fact, for an isotropic
uncorrelated background, the contribution from the oscil-
latory term is always small as it is suppressed by a factor of
1/(fL,/c)*. (Details of this calculation are given in
Appendix C.) As the angular separation between pulsar
pairs increases from zero, the value of the overlap reduction
function decreases rapidly to the Earth-term only value.
This is a continuous transition; however, for fL;/c > 1, it
is well modeled by a step function at zero angular
separation of the pulsar pair. In the following analysis
we will consider only interpulsar correlations and can
therefore ignore the pulsar term. For a more rigorous
investigation of when the pulsar term can be ignored,
see, e.g., [48].

B. Antenna beam patterns and pulsar
response sky maps

Figure 1 shows Mollweide projections of the frequency-
independent response functions F*(k), F*(k) for a pulsar
located in direction (6, ¢) = (50°, 60°), which corresponds

real(F+)

-0.8 -0.6 -0.4 -0.2 0 0.2 04 06 08

PHYSICAL REVIEW D 90, 082001 (2014)

to (40°N, 60°E) in the two plots. Note that the two sky maps
are related by a rotation of 45° around an axis passing
through the direction to the pulsar. Plots of F*(k), F* (k)
are sometimes referred to as “antenna beam patterns" in
the literature, e.g., [34]. In Fig. 2, we plot the real and
imaginary parts of the Fourier transform of the redshift
response

20) = [ PP @, (R + PR (0] 69)

to a +-polarized point source h,(f.k)= (k. —k),
hy(f,k) = 0 located in direction k, having angular coor-
dinates (6, ¢pg) = (50°,60°). In this pulsar response sky
map, the point source is fixed, but the direction to the pulsar
is variable, specified by the angles (0, ¢). If we had the
ability to move pulsars on the sky, this map shows us where
the pulsars should ideally be placed to maximize the
magnitude of the response (the dark red and dark blue
areas). As a simple example, one can show that Z(f) =
1(1+ cos@) cos(2¢) for a ~+-polarized point source
located at the North Pole. For a more complicated

real(Fx)

-0.8 -0.6 -0.4 -0.2 0 0.2 04 0.6 0.8

FIG. 1 (color online). Mollweide projections of the frequency-independent response functions F +(lAc), F X(lAc), for a pulsar located in
direction (6, ¢) = (50°, 60°), indicated on the plots by a white star. The imaginary parts of both response functions are identically zero

and are not shown above.

real(2)

-1

FIG. 2 (color online).

imag(2)
/wﬂuff'
40°N,

080 120°W 60°W 02 60°E 120°E 186°W

e \3\
8 il o
-1 -0.8 06 -0.4 0.2 [} 0.2 0.4 06 08 1

Mollweide projections of the real and imaginary parts of the Fourier transform of the redshift response Z(f) to a

-+-polarized point source located in direction (6, ¢py) = (50°, 60°). The sky location of the pulsar is variable. The imaginary part of the
response is identically zero, indicated by the solid green color of the second plot.
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real(h+)

PHYSICAL REVIEW D 90, 082001 (2014)

imag(h+)

0 05 1 15

FIG. 3 (color online). Mollweide projections of the real and imaginary parts of & +(IAc), hy (k) for a simulated gravitational-wave
background (top two rows) and the corresponding pulsar response map (bottom row).

gravitational-wave background, the pulsar response map is
shown in Fig. 3.

Note that the Fourier transform of the timing residual
response 7(f) is related to the Fourier transform of the
redshift response Z(f) by the frequency-dependent scaling
F(f) = z(f)/(i2zf), which follows from Eq. (58). So it is a
simple matter to go back and forth between these two types
of response.

C. Overlap reduction function

Consider two pulsars, labeled by 1 and 2, and let i, i,
be unit vectors pointing from Earth to each pulsar. To
calculate the expected value of the correlation between the
signals from these two pulsars due to a statistically isotropic
gravitational-wave background, we need to evaluate the
integrals (51) that appear in Eq. (54) for the components of
the overlap reduction function. This can be done in any
reference frame. Here we follow the standard approach of
[34,35], and work in the so-called “computational” frame in
which pulsar 1 is located on the z axis and pulsar 2 is

located in the xz plane, making an angle ¢ with respect to
the z axis,

iy, = (0,0,1),

(66)
it, = (sin¢, 0, cos ().

We will also assume that the detector locations are at the
origin (the SSB),

¥ &% ~0. (67)

Furthermore, we will do the calculation in terms of the
traditional + and x detector response functions, making the
approximation R (f,k) = (2zf)"'F}(k) (for I =1,2)
discussed above. (In Sec. III D, we will give an alternative
derivation of the overlap reduction function, doing the
calculation in different reference frames for each pulsar,
and working more directly with the gradient and curl
response functions.)
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In this computational frame, it is easy to show that Since W(lm)(i‘) and X lm)(]}) are both proportional to ¢¢
~ 1 ulub | and F; (k) is independent of ¢, the integral over ¢ gives
+ _ 171 + _ _ 1 ]
Fi(k) = 21+k- iy €ap(k) = 2 (I = coso), zero for all m #0. We note also that X5 =0 for
b (68) all /, which follows from Eq. (19). Thus, Eq. (54)
Py = 1My — o, simplifies to
' 21+ k-
|
r _ L W aurt w0 | [ eeurs @, 69
12.1(f) _(2ﬂf)2 4 k 1( ) (l())( ) K2 ( ) (ZO)( ) P ( )

where the factor of (27f)~2 comes from the frequency-dependent factors of (i2zf)~! in Eqgs. (61) and (62). Note that the
frequency dependence in Eq. (69) is usually absorbed into H(f) in Eq. (52); see, e.g., [35]. We will denote the frequency-
independent part of the overlap reduction functions with an overbar, e.g., ', and F121

We will consider the integral over k first, making use of Eq. (18) written in terms of x = cos 6,

/dzg FHGW o) — /2D /dxl—x (Z(I—x) 2 ))P,(x), (70)

where P;(x) is a Legendre polynomial. This last expression in brackets can be simplified further, noting that

L@ d L@

. (21 d?
/dZQF W o) (k) = \/ + /dxl—x )dx2 Py(x). (72)

If we now integrate by parts twice, and use the orthogonality of the Legendre polynomials, Eq. (B6) (noting that [ > 2 for
this tensor harmonic basis), we find that only the second boundary term contributes, yielding

/d29 FHR)W o) (k) =24/ Q21+ 1)z (73)

To evaluate the integral over K , we note that

Thus,

o 1 ulub A

Py (#) =5 ek
Uy

1 (sin¢cos@ cosg’ —cos¢sin@)? — (—sinsing’)?

2 14cos¢cos® +sindsind cosg’

2sin?¢sin?g’

. 74
1 +cos¢cos@’ +sinsin@ cos¢’ 74

1
) [(1 —cos{cosf —sin{sin€ cos¢g’) —

[We do not need to calculate F7 (k'), since it does not enter the expression for the overlap reduction function in our chosen
reference frame.] The integral can be written following [34] as a sum of two parts,

/szIQ’F;*(]AC/)WEFIO) (]A‘,) =0, +Ry, (75)

2
0, = \/@/1 dx(1 —xcos¢)(1 —xz)d—zpz(x)v (76)
4 -1 dx
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sin?¢’

R ——1/Msin2C/ldx(l—x2)d—2P(x) /Z”d(p/ (77)
! dr -1 dx? ! 0 1+xcos¢+V1—xsinlcosg’

The Q, integral is similar in form to the integral over k given above and can be evaluated in the same way,

0; =+ 21+ 1)x[(1 =cos{) + (1 +cos{)(=1)]. (78)
For R), the integral over ¢’ is familiar from the standard computation of the Hellings and Downs curve. R; can be reduced to
the form
—cos¢ (1+cosC> d2 1 (1—COS§) d?
R =—-/(2I+1 dx——-"(1-x?)——5P dx— -1 =x?)——P
==V [l o S+ [ elTmE a0 e

—cos{

=—/Q2l+ 1)z dx(1 +x)

(1 —|—cosC)/

-1
Integrating each term by parts we obtain
Rl - -

Thus, the &’ integral is simply

_Py(x) + (1 - cos?) /__COS‘:dxu —x)d—ZPl(x)]. (79)

1 dx?

21+ 1)z[(1 = cos¢) + (1 + cos &) (—=1)! = 2(=1)'P;(cos &)]. (80)

/ QP (KW (K) = 2/ (21 + 1)z(=1)Py(cos £). (81)

Putting the above results together, we obtain

Ti(f) = (N)2(21 + D)aPy(cosE).  (82)

1
(2nf
Thus, for a statistically isotropic background, the
overlap reduction functions for the individual / modes
are proportional to Legendre polynomials. The full overlap
reduction function, assuming C9C =C¢“=C, and
CC =0 = CSY, is given by the sum

! > CN)*2L+ D)aPy(cosE).  (83)

FlZ(f) =

D. Alternative derivation of the overlap
reduction function

alternative approach that would lead more directly to the
final result. The answer to this question is yes, and it is
based on the observation that Eq. (54) for I'j,;(f) involves
a sum of products of two integrals, each of the form given
by Eq. (60). This means that the integrals for pulsars 1 and
2 need not be evaluated in the same reference frame as we
did in the previous section, but can be evaluated in different
reference frames, appropriately chosen to simplify the
calculation of the integral for each pulsar separately. In
particular, we can rotate coordinates so that, for each pulsar,
it; is directed along the transformed z axis.

To be more explicit, consider a particular pulsar / located
in direction ;. In the “cosmic" reference frame, where the
angular dependence of the gravitational-wave background
is to be described, let the angular coordinates of the pulsar
be ({1, x1), so that

The above result for I'j,;(f) is surprisingly simple, uf = (sing;cos y;,sin{;siny;, cos ;). (84)
considering the somewhat involved calculation needed to
derive it. This raises the question as to whether there is an A rotation
|
cosy siny 0 cosfp 0 —sinp cosa sina 0
R(a.B.7) =R, (y)R, ()R (a) = | —siny cosy O 0 1 0 —sina cosa 0 (85)
0 0 1 sinf 0 cosy 0 0 1
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defined by the Euler angles
((l,ﬂ, y) = ()(1’ Z:I’O)

will rotate the cosmic frame (with coordinates x“) to the
computational frame for pulsar I [with coordinates
x¢ =Ry ¢;5,0), x4, so that

(86)

u? = (0,0, 1). (87)

To evaluate the response functions in the computational
frame, we need to know how the integrands transform
under a rotation. Ignoring the pulsar term and making the
approximation X; ~ 0, these integrals simplify to

RE (F) = (i21f)7 FT,,

1 uub A
P = 2. - yP
Fl(lm) - lz d kal + I’% y Y(lm)ab(k)

2 1 1 ulub
G R LU B
F(lm) —/0 dgb/_ldcosﬁzl +/A<'b71 Y(lm)ab(9’¢)

[

; |
Z Lo (215615 0) / d¢,/ dcosQ,

2 _ 1 _ 1
Dlmm/(/},/l3§150)}*/ d¢[/ dCOS@Ii
0 -1

PHYSICAL REVIEW D 90, 082001 (2014)

as mentioned in the text following Egs. (61) and (62). The
frequency-dependent factor (i2zf)~' is a scalar with
respect to rotations, so we need only determine the trans-
formation properties of F£ T(im)* Since the gradient and curl
spherical harmonics transform like tensors with respect to
the ab indices and like ordinary spherical harmonics with
respect to the /m indices [40], we have

l

ng)ab (0’ ¢) = Z [Dlmm’ ()(17 glv 0)]*

m'=-1

Yl a5 @ @R (1,81, 0)7 R (21,61, 0),. (89)
Here D!,,,(x;,¢;,0) is the Wigner-D matrix associated
with the rotation R(y;,¢;,0), and (6;, ¢;) are the angular
coordinates of the direction k in the computational frame
for pulsar /. Thus, for the gradient response

where we used Eq. (51) with the R’s replaced by F’s to get the last line. Since in the computational frame

(61, ¢1) -

(1 —cos ),

. lft] (lm/)ai,(élﬁq_ﬁl)
LFf(0.4)W (m) (01 1) + F7(01.91) X (1) (01. 1)), (90)
Fi(0r.¢1) =0 1)

we can ignore the F}(6;, ¢;) term. In addition, because F} (6, ¢,) is independent of ¢;, we only get a contribution from

m’ = 0. Thus,
FG

:[ mO()(Ivé’Iv )]
= Zﬂ(—l)lNIY(lm)(Clv)(I)’

i = Dol 61O [y [ acosdy SLF 0. 50Wi0 01 )

21+ 1)a(=1)!

92)

where we used Eq. (73) for the W(l())(@,, ¢;) integration and Eq. (A6) for the Wigner-D matrix.
Proceeding in exactly the same manner for the curl response, we find

2z 1 1 ufub
Fﬁlm) = / d¢/_ d008954],€ ] ﬁl Y(C;m)ab(e, Q’))

Pl
Pyt

ut
mm()(l,CI, / d¢,/ dcosG,

u .
Ikl (lm/)a;‘,(gl’d’l)
uy

2 _ 1 _ N o o - _
mm’()(l’gl?oﬂ*A do; /_1dCOSeljl[F?(911¢1)W(1m’)(91,¢1)—F?(91’¢1)X(lm')(91,¢1)]

2r  _ 1 _ N _ _
= —[Dlmo()(thO)]*A d¢1/l dCOS@ITIFT(@h¢1)X(zo)(91,¢1)

:O’

93)
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where the last equality follows from X(6;,¢;) =0 by
Eq. (19). The significance of this result will be discussed in
detail in Sec. IVA.

Returning now to Eq. (54), and including the factors of

(i2zf)~!, we have
io(f ZZRP,,,, FIRS:(f)
m=—1 P
1
SAT2 (N2 Y (Cx)Y i (G20 22)
~ @afy Z .

(N)*Q2L+ 1)zPy(i1y - i), (94)

o
- Q@af)

where we used the addition theorem for (ordinary) spheri-
cal harmonics, Eq. (A12), to eliminate the summation over
m. Note that this reproduces the result from the previous
subsection, Eq. (82), with cos{ = ity - it,, where { is the
angle between the directions to the two pulsars.

E. Recovery of the Hellings and Downs curve

For an isotropic, unpolarized and uncorrelated gravita-
tional-wave background, we expect to recover the Hellings
and Downs curve from the frequency-independent part of
the overlap reduction function

Tio=) C(N)*QL+ DaP (it - ). (95)
=

For such a background, we saw in Sec. II C that

C96 = CCC=C =1, C9€=0=CC, (96)

for [ > 2. To show that these are indeed the coefficients
that recover the Hellings and Downs curve, we decompose
the Hellings and Downs curve as a superposition of
Legendre polynomials

(1 do-emsn(1529) -1

io: a;P;(cos¢). (97)

=0

The coefficients are given in the usual way

=2 (o120 (52) - Yoo

(98)
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which follows from

1 2
dxP(x)Py(x) = ——9y. 99
[ axpiore =57 99)

Considering a, and a, first,

4a0—/_1dx(1+%(1—x)[ln<l ;x) —%D

) [ _2(1—x)2ln<] ;x) La _Zx)ZL

=1—(=1+2)
—0. (100)

3 1-x)3 X!
+§(1_ )2 ( 6 ) E:|_1
SRR
8 12 8 2 6 12
=0. (101)

The vanishing of these coefficients is to be expected, as the
expansion in Eqs. (10) and (53) starts at [ = 2.

For 1 > 2, since 1 — (1 —x)/4 =3Py(x)/4+ P(x)/4,
orthogonality of the Legendre polynomials ensures

4 13 1—x
ZI—Ha,—/_lde(l—x)ln< 3 )Pl(x)

1
—6 A dyyIn(y)Py(1 = 2y),

(102)

1 —x)/2. The

where we have made the substitution y = (
)=P,(1-2y) are

shifted Legendre polynomials P (v
given by the formula

~ 1 d

Pily) =g gl =)) (103)

and therefore we obtain

082001-15



GAIR et al.

=— [y In(y) % (v - yz)‘}}; - 9[ dy(1 +1In(y))
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-1
[(y = )]

Il I "]
dl—2 o 1 1 1dl—2 N
— 21+ my) S [y - O ay- Sy -
S lasmonsio-1] + 5 [Nl -
6 (1 1 d3 6(1=2)1 [T (y=»2) 6(1—-2)! [
=2y =)= = /d - /d 1 —y)
1!/) yyzdy,_3[(y )] ), YT T, yy(l —y)
6(1—2)! [1 6(1—2)1 [y Y271 6(1—2)!
U= S (1 — )y = - - —3N2, 104
Il A y(1 =)y N i+1 1+2], (I+2) ! (104)

where we have used the fact that, for k& <n,
d*/dy*[(y = y*)"] =0 at y = 0, 1. Thus,
3 2
=7 (N))*(2L+1). (105)

Comparing these coefficients with the C; given in Eq. (95)
for two pulsars separated by the angle ¢, we see that the /
dependence of the a; agrees with C; = const(= 3/4x) for
[ > 2, precisely as found above. We note that, since the
correlation function for an isotropic background must
depend only on the pulsar separation, we would expect to
be able to expand it as a sum of Legendre polynomials. This
property was exploited in a search for isotropic gravitational-
wave backgrounds with non-general relativistic polarizations
in [31], where a Legendre polynomial expansionup to / = 5
was used as a fit to numerically computed correlation curves
for longitudinal polarization modes.

We now explore the utility of this decomposition by
generating and analyzing a set of pulsar TOAs. The data set
was constructed using the GWbkgrd plugin within the
pulsar-timing software package TEMPO2 [49-51], which
injects an isotropic, unpolarized and uncorrelated gravita-
tional-wave background into a set of specified pulsar
observations. We employ an array of 10 pulsars spread
uniformly over the sky and observed fortnightly for 5 years.
The injected background power spectrum is flat, creating
a correlated white-noise influence in pulsars separated
across the sky.

Using a Bayesian time-domain likelihood formalism
[52,53], we test models of the overlap reduction function
which truncate the expansion in Eq. (95) at varying /.
Bayesian statistics uses the volume under the prior-
weighted likelihood (the Bayesian evidence) as a model-
comparison statistic. However, this typically involves the
evaluation of an expensive multidimensional integral,
which can sometimes be prohibitive for costly likelihood
computations or high-dimensional parameter spaces.
Fortunately, mature nested-sampling [54] algorithms, such

as MULTINEST [55-57], now exist to tackle this problem,
and as such, we employ MULTINEST in all the following
parameter-estimation and evidence recovery calculations.

Our results are shown in Fig. 4, where we see that an
expansion up to and including [ = 4 is sufficient to recover
the shape of the Hellings and Downs curve. We can show
this explicitly by drawing the envelope of overlap reduction
functions corresponding to expansion coefficients lying in
the 95% credible interval of the Bayesian analysis. The
result is shown in Fig. 5(a), along with the injected Hellings
and Downs curve. We also show in Fig. 5(b) that the
coefficients of the expansion are consistent with the
analytic result of C; = const, VI > 2.

+1.3674e4

lmax

FIG. 4. Bayesian evidence for models of the overlap reduction
function truncated at varying [.,... To produce this plot, we
injected an isotropic, unpolarized and uncorrelated gravitational-
wave background with a white-noise spectrum into a set of
realistic-format pulsar TOAs. Testing truncated expansions of the
form in Eq. (95), and recovering the Bayesian evidence, we find
that an expansion up to and including [ =4 is sufficient to
recover the Hellings and Downs curve.
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FIG.5. In (a) we explicitly show the envelope of overlap reduction functions corresponding to expansion coefficients lying in the 95%
credible interval of the Bayesian analysis of an isotropic, unpolarized and uncorrelated gravitational-wave background. With an
expansion up to and including / = 4, our reconstruction is sufficiently consistent with the injected Hellings and Downs curve. In (b) we
demonstrate that our numerical analysis is consistent with the analytic hypothesis that C; = const, V[ > 2.

b =4

[ aa— ]
16 1

-0.

(@) (b)
Lo =100

© (d)

FIG. 6 (color online). Theoretical correlation maps (| (4. (lAc)hi (k")) |) showing the degree to which Fourier modes along the z axis and
elsewhere on the sky are correlated. An uncorrelated gravitational-wave background should have a delta function in the sky location for
the quadratic expectation value of Fourier modes [see Eq. (32)]. As we include higher multipoles in the expansion of Eq. (95), we
converge toward this behavior.
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(a)

FIG. 7 (color online).

PHYSICAL REVIEW D 90, 082001 (2014)
L. —4

(b)

Correlation maps [displaying |(/.. (k)% (k')),|] constructed from the maximum—a posteriori C, values of our

Bayesian analysis of a pulsar TOA data set containing an injected isotropic, unpolarized and uncorrelated gravitational-wave
background. We see that the truncated expansion of Eq. (95) which gives the highest Bayesian evidence (corresponding to /.,,, = 4)
adequately recovers the restricted sky correlation that is characteristic of an uncorrelated gravitational-wave background.

Furthermore, by expanding to higher multipoles we
converge toward the injected case of an uncorrelated
background. From Eq. (32) we see that, by definition,
an uncorrelated gravitational-wave background should
have a delta function in the sky location for the quadratic
expectation value of the Fourier amplitudes. We show this
explicitly in Fig. 6, where the correlation between Fourier
modes along the z axis and elsewhere on the sky are color
coded to indicate strength of correlation. For /,,, = 100 the
correlation between the Fourier mode along the z axis with
other sky locations is almost negligible, effectively giving
the delta-function characteristic of an uncorrelated back-
ground. From our analysis of the pulsar TOA data set
containing an injected uncorrelated gravitational-wave
background, we can produce maximum—a posteriori cor-
relation maps from the recovered C, values. In Fig. 7, we
see that the expansion with the highest Bayesian evidence
(corresponding to [, =4) adequately replicates the
restricted sky correlation of Fourier modes that is character-
istic of an uncorrelated background.

Note that these sky maps of the Fourier-mode correlation
are not directly measurable in a PTA analysis—the maps in
Fig. 6 were constructed from the theoretical expectation of
the correlation of the grad/curl-expanded “plus”/“cross”
GW amplitudes for an isotropic background [see Eq. (37)
and the discussion in Sec. VI A]. Likewise the maps in
Fig. 7 are not directly measurable, but are constructed by
inserting the measured coefficients of the overlap reduction
function expansion from Eq. (95) into the expressions for
the expectation of the Fourier-mode correlations.

IV. CORRELATION FUNCTIONS FOR
ARBITRARY BACKGROUNDS

A. Characterizing anisotropic backgrounds

The most general form of Eq. (37) that we can write
down for the correlation between different modes of the
background, while still assuming that different frequency

components are uncorrelated and that the frequency and
spatial dependence can be factorized is

(1)) = (106)

(@{iy (f)af; i (1O = 1),

where

crr (f) = CLFH(P). (107)
If the background is of cosmological origin, we would
impose additional restrictions on the correlation functions.
It would be normal to impose statistical isotropy (i.e., no
preferred direction on the sky) and possibly requiring
parity-invariance or no polarization. This will be discussed
in more detail in Sec. VI A. In the following we make no
further restrictions on the correlation functions to allow for
a completely general background.

For expectation values of the form given in Eq. (106), the
correlation between the output of the two detectors given in
Egs. (52)—(54) generalizes to

(r(On(t)) = /_oo dfe =0 H(f)T5(f).  (108)
where

Ip(f) = Z Z
(Im) (1

(I'm?)

22 Cltwr Ry (F)RSG o ()
P P
(109)

with RY, . (f) given by Eq. (49). For pulsar timing
arrays, tLe above expression simplifies. As we showed
in Sec. III D,

Ry (f) = (i22f) 71 27(=1)'NY (1) (1),

(110)
R1C(1m)(f) =0.
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Thus,

Fialf) =173 2 (-1

(I'm")

4
l+l NINZ’

lml’m

X Y(/m)(ﬁl)Y(rm/)(ﬁz)- (111)

A couple of remarks are in order as follows: (i) The
overlap reduction function does not depend on Clml’m”
CGC . or C5C . This means that a pulsar timing array is
insensitive to the curl modes of the radiation field, no
matter how great the amplitude of the curl modes may be.
This is a surprising result but arises from the fact that all
pulsar lines of sight share a common end, at the SSB, which
we have taken to be the origin. We can rotate the axis of the
coordinate system used to compute R6m> (f) for any given
pulsar so that the pulsar is in the z direction and then the
response has no dependence on the azimuthal coordinate.
For curl modes, in this frame F*(k) = 0, while F*(k) is
multiplied by Xy, (k) o me™?. The integral over ¢
therefore vanishes for any function that has no azimuthal
dependence. A ground-based interferometer such as LIGO
that is static also has zero response to curl modes (see
Appendix D for a derivation of the response to both grad and
curl modes). The reason that we have no sensitivity to curl
modes is that the metric perturbation for these modes
vanishes at the origin of coordinates. This is somewhat
analogous to a separation between even and odd modes. If
we have waves propagating in opposite directions in one
dimension, a measurement at the origin can only determine
half of the parameters characterizing the waves since odd
modes are always zero there. If we have a pointable detector,
we can recover all the modes by pointing the detector first to
the left and then to the right, and we can also do this by
adding a measurement at a second point. (CMB temperature
and polarization measurements, for example, are made with
detectors that are sensitive to only a small fraction of the
sky.) Gravitational-wave detectors are not pointable, but if
we had a network of spatially separated detectors we should
have sensitivity to these modes as the origin can be taken to
be at the location of one detector only. Mathematically,
shifting the SSB to the point X, introduces an extra term
exp[—i2zfk-Xy/c] in the response, which breaks the
azimuthal symmetry. Physically, although curl modes are
transformed to curl modes under rotations, a translation
mixes curl and grad modes, which leads to this nonzero
response in the shifted reference frame.

The symmetry is also broken by detector motion. Ground-
based interferometers move due to both the rotation of Earth
and the orbital motion of Earth around the Sun. Pulsar-
timing arrays use radio telescopes based on Earth which also

(ho (f )R (fLR)) = (hy
(ho (f )R (fK)) = (h

(f.ons(f . K)) =
(f R (fLK)) =0,
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move. However, there are two fundamental differences
between PTAs and ground-based interferometers. First,
the frequency ranges are very different. The light-travel
time from Earth to the Sun is ~500 s while the maximum
frequency a PTA is sensitive to is ~107® Hz (assuming
observations approximately every two weeks). The value of
fk - %/ c therefore varies by less than 0.0005 for a PTA. For
LIGO the maximum frequency is ~1 kHz, and over a year
fk-%/c varies by 5 x 103 due to the motion of Earth around
the Sun, and by an additional ~20 on a daily basis due to
Earth’s rotation. Even for the lowest frequencies (f ~ 10 Hz)
that LIGO can detect, the daily variation from Earth’s orbital
motion is 2~ 10. The second difference is in the nature of the
data. For a PTA the raw data are the arrival times of pulses
from given pulsars at the detector. This is typically (and
straightforwardly) converted into an arrival time at the SSB,
which is a fixed origin. For ground-based interferometers,
the measurement is of a path-length difference between
two arms with a particular instantaneous orientation, which
cannot be readily converted into the response of a fixed-
orientation detector at some other point. We conclude that
PTAs really are static point detectors with no response to curl
modes, while ground-based interferometers will be able to
measure these modes in practice as a result of the motion of
the detectors. The energy density in the gravitational-wave
background is given by the sum of the squares of the grad
and curl amplitudes, so the curl component is a real physical
part of the background to which PTAs are insensitive. (Note
that including the pulsar term does not change this con-
clusion as it is also axisymmetric in the frame in which the
pulsar position is along the z axis.)

(ii)) We can recover Eq. (83) for the overlap reduction
function for a statistically isotropic background with
CGG CfC=C; and CFC =0 = CEY by simply setting
C il = C 1011 O+ The insensitivity of a PTA to curl
modes is irrelevant when searching for such a background,
since all the information about the correlation structure of
the background is contained in C&C. (This will be discussed
in more detail in Sec. V D.) Making the above substitution
for C(C  into Eq. (111) and using the addition theorem
for (ordinary) spherical harmonics, we obtain Eq. (83)
with cos{ = ity - il,.

B. Representation of anisotropic
uncorrelated backgrounds

Equations (33) and (35) give the correlation functions
that have to be imposed on the af’lm (f)’s in order to recover
an isotropic, unpolarized and uncorrelated background. If
instead we want to represent an unpolarized, uncorrelated
but anisotropic background, then we require

P(k)H(f)8* (k. K)5(f = f). (112)
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where P(k) defines the anisotropic distribution of gravitational-wave power on the sky. [We are assuming here
that the spectral and angular dependence of the background factorize as P(k) (f).] Since an arbitrary scalar
function P(k) can be written as a linear combmatlon of spherical harmonics, we consider a single term in this sum,

Y, (k). Using Eq. (31) to solve for agm) (f) and a(lm) (f), we find

(0 (N)aGi (1)) = (a5, (F)aSi (F))
1

(113)

The integrals can be written in terms of Wigner 3-j symbols (see for example [58,59]),

(@) (F)aly) (1)) = (@) ()l (1))

(=D™ JeL+1)QI+1)(2I +1)
2 \/ 4r (

(G (1)aSs, (F)) = (@S, (F)a% ()

2 A

=" \/(2L—|— DI+ 1)(20 +1) ( L
M

O Y
2ol s D)= (5 L )=

(114)

Explicit expressions for the Wigner 3-j symbols are given in Appendix A.

It is clear from the above that the representation of an
anisotropic background using this formalism is quite
complicated. However, that is also the case for the standard
approach [34,35] to searching for an anisotropic uncorre-
lated background. The spherical harmonic components of
the frequency-independent part of the overlap reduction
function for such a background are given by [34]

P = [ @@ IFHOF5 () -+ FH 3 (B),
(115)

where [ =0,1,2,.... These integrals can be evaluated
using techniques similar to those used in Sec. III C. This
is described in detail in Appendix E. There we derive
analytic expressions for r1z,1m for all values of [ and m,
extending the analytical results of [34]. Figure 8 shows
plots of Ty, 4, for £ = 0, 1, ..., 5, calculated using formulas
from Appendix E. The plots for [ = 0, 1,2, 3 are identical
to those in Fig. 2 of [34], as expected. We will not consider
anisotropic uncorrelated backgrounds further in this paper,
but refer the reader to [34,35] where these are considered
in depth.

V. MAPPING THE GRAVITATIONAL-WAVE
BACKGROUND

In the preceding sections we showed how this formalism
can be used to describe two specific models for the
gravitational-wave background. However, the advantage
of this approach is that it allows us to characterize the
background and produce a map of it, without making any
assumptions about its underlying nature. As described
below, we will be able to produce a map of both the
amplitude and the phase of the gravitational-wave back-
ground as a function of position on the sky. This map will
have a resolution limited by the number of pulsars in the
array, and in general we will measure the small-/ (large
angular scale) components more accurately, so we expect
the resolution of the map to increase as more pulsars are
added. This map encodes all the information that it is
possible to extract from our data about the gravitational-
wave background. The power distribution on the sky will
identify hot spots where there is enhanced gravitational-
wave emission, which might correspond to nearby indi-
vidual sources or even clusters containing multiple sources.
In addition, the variation of the phase across the sky will
indicate whether there is any correlation between the
emission at different sky locations. The amount of infor-
mation that can be extracted will of course depend on the
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FIG. 8. Plots of I'j5,, for /=0,1,...,5 as a function of the angle between the two pulsars for an anisotropic, unpolarized and

uncorrelated background.

resolution of the map that we can measure. The expectation
is that the background will be isotropic, unpolarized and
uncorrelated, and we saw above that we would need to
measure components up to /.. = 4 to recover the Hellings
and Downs curve characteristic of that case. Our ability
to identify departures from this model will depend on the
size of those departures. If the departures are large, they
will become apparent much more quickly, perhaps even
lnax = 3 would be sufficient, but for small departures we
would require many more components. To identify hot
spots we would need an angular resolution comparable to
the size of the hot spot. Taking the latter to be the typical
resolution of an individual source on the sky can be used to
set requirements on /,,, and hence the number of pulsars.
We will discuss all of these considerations in this section.

A. Likelihood function for the agm)
P

By measuring the coefficients aj,, (f) using a pulsar
timing array we can reconstruct a map of the gravitational-
wave sky, or at least that part of it, spanned by the gradient

’s

modes agm (f), which is visible to a PTA. A typical PTA
will consist of measured timing residuals &z,(¢) for a set of
N pulsars, labeled by I. The timing residuals will be a
combination of a gravitational-wave signal component and
a noise component

gh(f) =71(f) +n(f),
(116)

ot (1) = r(t) + ny (1),

where I = 1,2, ..., N and the tilde denotes Fourier trans-
form. Usually the stochastic background is taken to be part
of the noise, but in the approach described here we are
using the decomposition into grad and curl modes to
construct a template for the gravitational-wave background;
therefore it is the signal component of the timing residuals.
In the Fourier domain we have [cf. Egs. (48) and (49)]

() =F(f38) = Y RS, (al, (f).  A17)
(Im)
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where a = {a )(f)} is shorthand notation for the collec-
tion of parameters describing the gravitational-wave back-
ground. Assuming stationary and Gaussian noise, but
allowing for possible correlated noise between different
pulsars, we have

poric,.a) sexp { -3 [ arlrien -

where summation over the pulsar indices 1,J is assumed.
The values of the coefficients a% (Im (f) can then be
recovered either by using Bayesian 1n erence to construct
their posterior distributions given prior probability distri-
butions for the signal and noise parameters or by computing
the frequentist maximum-likelihood estimators of the
parameters, which we will illustrate below.

As written above there are an uncountable number of model
parameters, since we not only have a sum over different (Im)
modes of the background, but we are allowing the coefficients
agm) (f) to be arbitrary functions of frequency. To make

progress there are several possible approaches: (i) we assume
that the a ( f) are independent of frequency, for instance by

filtering the data so that we consider only a narrow range of
frequencies for which this would be a reasonable approxima-
tion; (ii) we assume that the frequency and spatial dependence
of the coefficients factorize, afj,, (f) = \/H(f)a(,,
assume the background consists of a finite number of
components only, with frequencies f;. In approach (iii) the
included frequency components could be the entire set of
discrete frequencies to which we are sensitive with a finite
data set, or a smaller number of components. It has been
shown in the context of the International Pulsar Timing Array
(IPTA) mock data challenge that an isotropic stochastic
background can be well represented as a superposition of a
small number of components in this way [60]. All three of
these approaches are mathematically equivalent in the sense
that they reduce the number of agm) (f) coefficients to a finite

) (iii) we

value for a given (/m), but we will use approach (iii) to
illustrate how to obtain the maximum-likelihood estimators of
the agm) (f)’s in the following.

If we make this assumption and also assume the data set
is finite so that the integral over frequency in Eq. (119)
reduces to a sum, then we can introduce a new signal vector
which combines the response of all the pulsars

= {o6t,}7 = {5t;(f1). 51 (f2). ... otn ()},

where i =1,2,...,nN labels a component of 5t, and
J=1,2,....n labels a frequency component f; to which
we are sensitive. The (symmetric) nN X nN correlation
matrix for the whole signal then takes the form

(120)
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(i (N (f) = Carg (NS = 1), (118)

and the likelihood of measuring the data 5z;(f) is then

ﬁmmmeMMﬁ—Mﬁm@, (119)

Fiyp = Cop(f;)6;7,

where j = mod(i, n) labels a discrete frequency and I =
[i/n] labels a pulsar. (Here [X] denotes the smallest
integer greater than X.) Similarly, the response of the
pulsar timing array to the background can be written as Ha,
where

(121)

Hy = R, ()85, (122)

and

a={a}" = {af,, (f;)} (123)
Here k labels a particular component of the signal param-
eter vector a, which is specified by spherical harmonic
indices (Im), and discrete frequency index j,. Note that
each column of H corresponds to a single component of a
and describes the frequency-domain response of the PTA
network to the corresponding mode of the background.
Using this notation the likelihood takes the general form

- 1 - - 2 -
p(81|F.d)  exp —5(6t—Ha)TF"(5t—Ha) . (124)

The reason for introducing this notation is that, in
practice, PTA data are measured in the time domain and
are not evenly sampled, which makes analyzing the data in
the frequency domain as described above quite challenging.
In addition, a timing model is fitted out for each pulsar in
the array to account for various astrophysical effects
including the proper motion of the pulsar, its spin-down
and possible binary parameters [61]. This timing-model fit
can also affect the gravitational-wave signal in the data.
Accounting for this by introducing timing-model param-
eters into the likelihood and then marginalizing over them
results in a modified likelihood that takes exactly the same
form as Eq. (124). The measured data ot are again the
concatenation of the measured residuals from the pulsars in
the array, the model matrix H now contains the time-
domain response of the PTA to the modes of the
background, and the correlation matrix takes the form
F!'=G(G"C,G)7'G", where C, is the time-domain
correlation matrix for the noise and G is constructed from
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the left null space of the timing-model design matrix, where
it effectively projects the timing residuals into a space
orthogonal to the timing model [53].

B. Maximum-likelihood estimates of
the gravitational-wave sky

Starting from a likelihood of the form given in Eq. (124),
it is relatively simple to compute the frequentist maximum-
likelihood estimators of the signal parameters since they
enter the model linearly. We find

dly, = (H'F-'H)"'H'F~5t, (125)
assuming that the vector 5 and matrix F are both real. Once
these maximum-likelihood estimators or posterior distri-
butions for the @ parameters have been obtained, a sky map
of the gravitational-wave background at each frequency f;
can be constructed using Eq. (27) and, in the Bayesian case,
integrating over the posterior distribution of a. The matrix
HYF'H that enters the above expression is the Fisher
information matrix, and we have assumed it is invertible,
but this will not necessarily be the case. Although we have
reduced the number of agm) (f) coefficients by assuming a
finite number of frequency components, there are still an
infinite number of coefficients as we vary over [ and m. In
practice we will not be able to measure all of the
coefficients as we have only a finite amount of noisy data
and, most importantly, a finite number of pulsars. Each
pulsar will allow us to measure the amplitude of a sine and a
cosine quadrature at a particular frequency. As the array is
static we would therefore expect to be able to measure only
2N real components of the background at any given
frequency.

That this is the number of modes that can be resolved can
be understood mathematically by considering the structure
of the matrix H. Up until now we have allowed H and a to
be arbitrary complex quantities, but the measured data in
the time domain must be real. As we saw in Eq. (13), the
negative-frequency components of a<Glm> (f) must satisfy the
constraint

A4y (=f) = (=1)"aGL) (). (126)

In addition, Egs. (110) and (AS5) imply that R8m>(— f) =
(—1)’”R8f_’n) (f), and therefore this constraint is sufficient
to make Ha a real time series. Including only positive-
frequency components in both H and a, the likelihood
takes the same form, but with Ha replaced by
(Ha + H*a*). Alternatively, we can replace a by a real
vector with twice as many components, with alternate
entries being the real and imaginary parts of the complex
agm) (f) components, and similarly double the number of

columns of H, making it into a real matrix.
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If we suppose that we have included N,, modes in a, and
consider a single frequency component f; for simplicity,
then, in the time domain, the matrix H has the form

N
Hy = ZX“RIG(lm)k (f): (127)
=1

in which {x;;} is the (complex) time series of pulsar / for
the given frequency component f; (i.e., exp[i2zf 1] evalu-
ated at the appropriate discrete times for that pulsar) and
has zeros in all components that correspond to samples
from the other pulsars. [Note that for the time-domain
analysis, the index i = 1,2, ..., M now labels the times for
all the pulsars in the array, and k, as before, labels a
particular component of the signal parameter vector d,
having spherical harmonic indices (/m), and frequency
fj, = f; for this particular case.] It is clear that the
nontrivial left eigenspace of H (the range of H) is spanned
by the N complex vectors X; = {x;;} (equivalently, the
columns of H are linear combinations of these N complex
vectors) and that there are therefore N,, — N complex left
null eigenvectors. If we do a singular-value decomposition

H = UZV", (128)

then the M x N, rectangular matrix X will have at most N
nonzero elements on its diagonal, ¢; = X;;. (For this form of
singular-value decomposition, U and V are unitary matrices
having dimensions M x M and N,, x N,,, respectively.)
This means that we will have sensitivity to N complex
combinations of the a coefficients and that there will be an
additional N,, — N combinations which we cannot detect. In
the real representation, H has twice as many columns and
there will be twice as many nonzero singular values,
essentially corresponding to the real and imaginary parts
of the columns of U. For a given column 7; of V and ; of U,
we have Hv; = o;1;. The vectors 7; and —iv; give the two
corresponding singular vectors of (Ha + H*a*), which map
onto real vectors that are twice the real and twice the
imaginary parts of the complex vector o;i;.

We can split the columns of the matrix U as
U = [HyangeHpun), Where H,,,. represents the first N
columns of U which span the range of H. We must then

replace Ha by H. mngel; in the likelihood, Eq. (124), and can
proceed as before. Once the maximum-likelihood estimator

of b is obtained we get the maximum-likelihood value of a,
projected into the space to which we have sensitivity, by

computing a = VE*h, where = is the pseudoinverse of X,
obtained by replacing the nonzero elements on the diagonal
of X by their reciprocals and taking the transpose of the
resulting matrix.

As this work was nearing completion, we became aware
of an ongoing independent study by Cornish and van
Haasteren (private communication; this work has sub-
sequently appeared as [62]) that is also concerned with
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PTA mapping of the gravitational-wave background. Their
approach is based on a real-space description of the
background using pixelized sky maps, and they have found
that an N-pulsar array is sensitive to 2N different “sky map
basis” elements. These correspond to the N complex
combinations of a(fm) (f) modes to which we find a PTA
is sensitive. The &omish and van Hassteren work will
provide a more detailed study of sky mapping, demonstrat-
ing the practical application of ideas similar to those
discussed in this section, while the theoretical results
described elsewhere in this paper provide a way to interpret
such results and an understanding of the physical nature of
the individual sky map basis elements. In addition, our
results indicate that there is a portion of the gravitational-
wave sky that a pulsar timing array will never be able to
see. At fixed resolution (which means a fixed pixel size in a
real-space representation or a fixed number of / modes in
our representation) you would expect to be able to measure
all of the background components once you had more
pulsars in the array than components in the finite resolution
representation. However, this is not the case. While it is
possible to measure the whole grad component of the sky at
a fixed resolution once sufficiently many pulsars are
included in the array, the array is always blind to the curl
component.

Increasing the number of frequency components does
not provide sensitivity to additional components of the
background. When adding another frequency, we can
simply add another set of af] s at the new frequency,
in which case we will be able to determine N of these
coefficients for each frequency component. Alternatively,
we can assume that the new agm) ’s are equal to the first set
of aﬁm ’s, or equal to a frequency-dependent multiple of
the first set. In that case we still cannot measure any
additional combinations of agm) ’s, but the additional
frequency components will allow us to measure the same
combinations of coefficients with greater precision.

C. Example recovery of a simulated background

We now illustrate the mapping procedure described
above by constructing maximum-likelihood sky maps of

real(h+)

-4 -3 2 1 ] 1 2 3

4 5

(a) Total map (grad+curl)

FIG. 9 (color online).

(b) Gradient component
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h.(f.k) and h,(f,k) for a simulated gravitational-wave
background. For simplicity, we consider only a single
frequency component and a noise-free simulation. [So we
will drop the f from /., (f, k) and simply write A, (k) in
what follows.] More realistic simulations will be presented
in a detailed follow-up paper to Ref. [62]. Mollweide
projections of the real part of /. (k) for the simulated
background and its gradient and curl components are
shown in Fig. 9. The sky map for the simulated background
shown in panel (a) is the same as the real part of A (k) in
the top-left panel of Fig. 3. [The imaginary part of /. (k)
and the real and imaginary parts of &, (/Ac) for the simulated
background are qualitatively similar and are shown in three
other panels in Fig. 3.] The simulated gradient component
shown in Fig. 9(b) is for a statistically isotropic background
with C; =1 for [ =2,3,...,10; and the simulated curl
component shown in Fig. 9(c) is also for a statistically
isotropic background, but with C; =4 for [ =2,3,4,5.
(The smaller value of [, for the curl component is
responsible for the larger angular-scale structure in the
curl map, and the larger values for the C;’s for the curl
component were chosen to make its contribution to the total
simulated background comparable to that of the grad
component.) The total simulated background in Fig. 9(a)
is just the sum of the gradient and curl components.
Figure 10 shows the results of the maximum-likelihood
estimation of the simulated background for PTAs contain-
ing different numbers of pulsars. Mollweide projections of
the real part of h_, (k) are shown for the gradient component
of the simulated background (first column), the maximum-
likelihood recovered sky maps (second column), and the
residual sky maps (third column). The residual maps are the
difference between the gradient component of the simu-
lated background and the recovered maps. The six rows
correspond to PTAs containing N = 1, 5, 10, 20, 50, and
100 pulsars, respectively. The maximum-likelihood esti-
mates of the spherical harmonic components are con-
structed out to /., = 10. The size of the pixels used for
the sky maps corresponds to an angular resolution of
AQ ~ 50 deg?, which is much finer than that achievable

(c) Curl component

Mollweide projections of Re (/) for the simulated gravitational-wave background. Panel (a) shows the total

simulated background (grad+curl components); panel (b) shows the gradient component; and panel (c) shows the curl component. Sky

maps of Im(%_), Re(h,), and Im(h,) are similar.
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real(h+) real(h+)

FIG. 10 (color online). Mollweide projections of Re(h, ) for the grad component of the simulated background (first column), the
maximum-likelihood recovered sky maps (second column), and residual sky maps (third column) for PTAs containing different numbers
of pulsars. The residual sky maps are the difference between the grad component of the simulated background and the recovered maps.
Maps of Im(%, ), Re(h,), and Im(h, ) are similar. The rows correspond to PTAs containing N = 1, 5, 10, 20, 50, and 100 pulsars,
respectively. The pulsar locations are shown as white stars. We used a variable color scale in the recovered maps to better show the
angular structure in the small-N maps, which would not have been visible if we had used the same (fixed) color scale used to make the
simulated background and residual maps.
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FIG. 11 (color online). Mollweide projections of Re(%..) for the different components of the simulated background (a)—(c), the
maximum-likelihood recovered map for a PTA with N = 100 pulsars (e), and the corresponding residual maps for the grad component
(d) and the total simulated background (f). Sky maps of Im(h, ), Re(h,), and Im(h, ) are similar. Note that the maximum-likelihood
recovered map most closely resembles the gradient component of the simulated background, since a PTA is insensitive to the curl modes
of a gravitational-wave background. The residual map for the grad component (d) is cleaner than the residual map for the total simulated

background (f), which has angular structure that resembles the curl component of the background.

with a 100-pulsar array (see Sec. V D for details). It is
apparent from the plots that the recovered maps more
closely resemble the gradient component of the simulated
background as the total number of pulsars in the array
increases. The residual maps become “greener” (the values
are getting closer to zero), and the angular scale of the
structure in the residual maps generally gets smaller as the
number of pulsars increases. But as discussed in Sec. IVA,
we will never be able to recover the total simulated
background, regardless of the number of pulsars in the
array. This is because a PTA is insensitive to the curl
component of the background. Figure 11 illustrates this
point by comparing the maximum-likelihood recovered
sky map for N = 100 pulsars with the different components
of the simulated background. The maximum-likelihood
recovered map most closely resembles the gradient com-
ponent of the simulated background, as expected.

D. Implications of the limited sensitivity of a PTA

A given PTA is only sensitive to a number of particular
complex combinations of the agm)’s that is equal to the

number of pulsars in the array. But which combinations
are these? Considering the response functions, RIG( Im) (f) =

(27f)'27(=1)'N;Y 4y (@), we see that for large I,
Rf( ) ™ 173/2. We therefore expect to have more sensitivity
to low-/ modes. In an analysis with fewer modes than

pulsars, and assuming that the noise matrix F is a multiple
of the identity, the Fisher information matrix is H TH, the

elements of which are proportional to products of R¢ T(im) ’s.
The square root of the diagonal elements of the inverse of
the Fisher matrix provide a measure of the precision of
parameter measurement, which indicates we would expect
to measure the large-/ components of the background with
a precision no better than ~/3/2, Considering the SVD of H
when there is a single pulsar in the array, we see that the
column of V corresponding to the nonzero singular value

of H is proportional to Rf( Im)? and this confirms again that

we are most sensitive to the low-/ modes. We note that these
are precisely the components you would get when decom-

posing the transverse-traceless projection of %u‘fulf /(1 +

IAc~it1) onto the grad and curl spherical harmonic basis.
Therefore, the gravitational-wave sky map corresponding
to this single nonzero singular mode that we can measure is
proportional to the response function for that single pulsar
over the sky. This is to be expected—at fixed amplitude, an
instrument is most sensitive to a signal distribution that
matches its own relative sensitivity to different directions.

In practice, we can use this formalism to approach sky
mapping in two different ways. First, we can acknowledge
the fact that we are only sensitive to N complex compo-
nents of the background and limit the number of complex
(Im) modes included in the model to be less than or equal
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to N. On average, we are equally sensitive to all m modes
corresponding to a particular / (although the relative
sensitivity to each m mode will in practice depend on
the pulsar distribution in the PTA). Therefore we should
include complete sets of modes up to some [,,, which
means including (I, + 1)?> —4 modes in total. [The Ith
harmonic has (2/ + 1) independent m modes, giving a total
of (Inax + 1)? independent modes with [ < [, and we
subtract 4 because there are no modes with / = 0 or [ = 1.]
Alternatively, we can include more than N modes in the
model, find the singular value decomposition of the H
matrix, and then recover the N linear combinations of the
N,, modes to which the array is sensitive. As discussed in
the preceding paragraph, we expect the measurements of
the low-/ components to be more accurate than those of
high-/ components.

The next relevant question is how many pulsars do we
need to produce a useful map of the gravitational-wave
sky? It is reasonable to require the angular resolution of the
map to be comparable to the scale on which individual
gravitational-wave sources might be resolvable. In [63], it
was shown that the angular resolution AQ of a PTA with 50
isotropically distributed pulsars to an individual gravita-
tional-wave source scales as

50\ 2/ 10 2
AQ x 50| — —— | deg’. 12
“so(y) (o)
This implies
SNR) /N \:
[~25(—— || =], 130
() () 120

where we have defined the angular resolution as [ =
180/+/AQ/deg? to be consistent with the CMB literature.
The maximum / mode that can be probed with a set of N
pulsars scales as [, ~ VN +4 — 1, which grows faster
than the single-source angular resolution. Assuming an
SNR of ~3 is needed for detection, we find that we need
N Z 100 pulsars to reach the angular scale of individual
sources, with corresponding /., ~ 10 and angular reso-
lution AQ ~ 400 deg?. Although this is beyond the current
capabilities of PTAs, the SKA could detect several thou-
sand millisecond pulsars [38], some of which will be
sufficiently stable to contribute usefully to PTA efforts.
We may therefore not be able to reach this limit until the
SKA era. However, we saw in Sec. Il E that we only need
to go to [, &4 to recover an isotropic, unpolarized and
uncorrelated background. To reach this resolution requires
only 21 pulsars, which is fewer than ongoing PTA efforts
are currently using. We should therefore be able to
produce informative maps of the gravitational-wave back-
ground and constraints on the level of anisotropy in the
near future.
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The fact that we are sensitive only to a number of modes
equal to the number of pulsars in the PTA is a consequence
of the fact that the pulsar lines of sight are fixed, and so our
detector does not scan across the sky. Other gravitational-
wave detectors such as LIGO or LISA will scan the sky as
Earth rotates or the spacecraft orbit the Sun, which will
give these detectors sensitivity to all of the modes of the
background, given sufficient integration time.

As described briefly in the introduction to this section,
what we will be able to learn from measurements of the
gravitational-wave background is influenced both by the
resolution of the map and by the nature of the background. It
is clear from Fig. 10 in the preceding section that adding
pulsars to the array improves the resolution of the map,
allowing us to resolve finer structures. As the number of
pulsars is increased, the size of the structures that are
resolved in the map and that are visible in the unresolved
part of the background becomes smaller. We have argued
that we need ~21 pulsars toreach /,,,,, ~ 4, which is required
to confidently recover an isotropic, unpolarized and uncor-
related background, and we need ~100 pulsars to reach a
resolution at which we could identify hot spots of the size
expected for individual gravitational-wave sources. Once a
map has been made, it can be used to constrain models. Even
with a low resolution map, we can check if the coefficients
are consistent with the expectation for any particular model.
If the background is isotropic, unpolarized and uncorrelated,
then with a map of any resolution we will be able to make a
statement that the background is consistent with being
isotropic, unpolarized and uncorrelated to a certain level.
That level of consistency will improve as the resolution
increases. If the background deviates from isotropic, unpo-
larized and uncorrelated, then we will most likely not be able
to identify this with a very low resolution map, but at some
critical point the departures will start to show significantly.

It is important to note that a typical model for the
background will not predict precise values of the compo-
nents of the background, a(G ) but their statistical proper-

Im
ties, <a(Glm)a8,/fn,)> = Cﬁﬁ,’m,. Section V F below describes
how to recast the detection problem as a measurement
of the CYG , coefficients. A given background map is a
representation of the specific values of the coefficients in
our realization of the Universe and so even with perfect data
(but finite resolution, i.e., a finite number of pulsars) the
map will not be able to distinguish all possible models. This
is the usual problem of cosmic variance familiar from other
areas of astrophysics, including analysis of the CMB—we
can observe only one Universe, which limits our ability to
determine its statistical properties. An N-pulsar map can
measure N linear combinations of the (infinite set of)

aflm) ’s, but to illustrate we will assume, for simplicity, that

these are the N coefficients of lowest /, and we will assume
that we have measured them perfectly. A typical model
can be represented by a specification of the correlation
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coefficients, written as a matrix C, and for an isotropic,
unpolarized and uncorrelated background we have C = I.
An alternative model will either predict a specific C or,
more likely, make some generic statement about its proper-
ties, e.g., the diagonal components are significantly differ-
ent from each other or the off-diagonal components are
significantly different from zero. We consider the first case,
again for simplicity. The model selection problem would
ask if the alternative model fits the measured data better
than an isotropic background. Since in this simplified
problem the two models have no free parameters, the
Bayesian evidence is equal to the likelihood ratio and,
denoting the measured parameters by a, the difference in
log evidence is just

AlnZ = —%ln(detC) —%71"'(C‘1 —-1I)a. (131)
If the difference in log evidence is large enough, we will
disfavor the isotropic model. To decide if we will be able to
distinguish two models with a given N-pulsar array, we can
compute the expectation value, under the alternative model,
of this difference in log evidence. This expectation value is

(Aln Z) — % (Tr(C) = N = In(detC)]. (132)
It would be possible to come up with a contrived model in
which only one of the components of the correlation matrix
differs from the identity. In such a scenario the addition of
extra pulsars to the array does not improve the distinguish-
ability of the models. This is not surprising, as in such a
scenario only one or two of the coefficients have different
statistical properties in the alternative model, so measuring
additional coefficients by adding pulsars does not provide
any discriminating power. In more realistic alternative
models, many components of the correlation matrix will
differ from the identity. In that case, the trace of C will grow
roughly like N and so at some point the models will be
distinguishable, with the number of pulsars required
depending on the size of the differences in C. We will
leave a complete investigation of map making, including
the effects of imperfect measurement of the coefficients and
marginalizing over unknown parameters in the model of the
background, for future work, but this simple illustration
serves to demonstrate how a map might be used to constrain
models and how the ability to place constraints improves
with the number of pulsars in the array. In practice, what we
will do is reevaluate the map as new data and new pulsars
are added to the array and look for signatures of anisotropy
or correlation. As the maps contain all the measurable
information about the background, anyone will be able to
check predictions of their favorite model against the data
without having to reanalyze the entire data set.

The insensitivity of a PTA to the curl modes of the
background means, in principle, that we are losing half of
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the information that is available. However, most of the
information about the physics generating the background
should be encoded in both the grad and curl components.
For an unpolarized and uncorrelated background, the
components of the grad and curl modes are independent
realizations from the same probability distribution, so either
of them encodes the information about that probability
distribution (which is the power distribution across the
sky). For a point source, i.e., a binary, contributing to the
background, the grad and curl components both encode
the source parameters, but there are only a small number of
parameters that characterize an individual system, and so
these can be extracted from the grad components alone
provided there is a sufficient number of pulsars in the array.
Our ability to resolve the parameters of multiple individual
sources will be limited by the number of pulsars in the
array, but, as described above, we can only measure N
complex parameters at any given frequency using N
pulsars, and so this limitation applies whether we are
sensitive to the curl modes or not. In principle, a correlated
stochastic background generated in the early Universe
could have a pure curl polarization, or a curl amplitude
much greater than the grad amplitude. In that case we
would never see such a background with a pulsar timing
array and would clearly have incomplete information about
the background. However, as described above, the dis-
tinction between grad and curl modes is origin dependent.
If the background was completely dominated by the curl
component, then the Solar System would be in a very
special location in the Universe, and so this situation should
be regarded as extremely unlikely on anthropic grounds.
Being unable to measure the curl background does mean,
however, that we will not be able to compare its statistical
properties to those of the grad background, and so we will
not be sensitive to statistical polarization of the back-
ground, i.e., that the statistical properties of the grad and
curl components are significantly different (this will be
discussed again in Sec. VI A). However, the same anthropic
argument suggests that significant statistical polarization is
unlikely. In summary, while the insensitivity of a PTA to a
curl background means that we will not be able to measure
all of its properties, the main physical properties of the
background should be evident in the grad-only part of the
background, and so PTA observations still have tremen-
dous potential to inform us about gravitational physics.

E. What combinations of timing residuals can an
arbitrary background produce?

The range of the matrix H describes the only possible
combinations of timing residuals that could be induced in a
given array of pulsars by any gravitational-wave back-
ground. Cornish and van Haasteren found that this range is
spanned by the eigenvectors of the Hellings and Downs
correlation matrix (private communication). This follows
straightforwardly from properties of the SVD. In the SVD,
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Eq. (128), the columns of U are eigenvectors of the matrix
HHT and the nonzero elements of T are the square roots of
the nonzero eigenvalues of this matrix. Writing 7 = Ha we
see that

77 = Haa H'. (133)
If we replace ad' by the identity matrix, the right hand side
of this equation becomes HHT, which is the matrix we
want. This replacement can be accomplished by appro-
priate averaging over the space of possible a’s, for instance
by assuming these are uniformly distributed over equal
ranges symmetric about zero or by assuming they have
an isotropic Gaussian distribution with correlations
(ayay,) = Sy So far, we have used only generic properties
of the SVD, but these observations are useful only if we
can efficiently compute (777) for such a distribution of @’s.
In our case the specification (aia;,) = 6y describes an
isotropic, unpolarized and uncorrelated background [see
Egs. (37)—(39)]. We know that the expected response for
such a background is the Hellings and Downs correlation
matrix and the result follows. That this is true in both our
formulation and that of Cornish and van Haasteren is a
consequence of the fact that an isotropic, unpolarized and
uncorrelated background is described by (aay) = Sy in
both prescriptions. This argument effectively assumes that
all possible modes are present in the vector 4, but a similar
argument can be used if we have only included a subset S
of these modes. The U matrix is then different, but its
columns will be the eigenvectors of (777) g, which denotes
the average response over an isotropic distribution of the
modes included in S only. Using the results in this paper
we can compute (77')g straightforwardly for arbitrary S.
Specifically, we use Eqgs. (53) and (54) with C; = 1 and the
sum over /[ and m replaced by a sum over the modes
included in S and the response functions, R ), taken
from Eq. (110). We saw in Sec. III E that 1nclu(f1ng modes
up to /.« = 4 was sufficient to recover the Hellings and
Downs correlation curve, so we would expect that with
these 21 modes in d, the U matrix would already be almost
equal to the infinite coefficient limit.

1
\/det(I + CHTF~'H)

p(6t|F, C)

where we have assumed CT = C and FT =

1 1= >
p(5t|F,C) = ————exp {——5tTD—15t}, where D = F + HCHT,
det(2zD) 2

1 -
exp {—EétT(F‘1 - F-
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In the case that all modes are present in the background,

V has infinitely many columns. However, once U and X

have been found, it is possible to construct the first N
elements of the jth column of V' for arbitrary j from

(V)

=Xh Ui RS I (134)

where Rg- is the grad response of pulsar / to the component
of the background included in the jth element of a. This
follows by setting @y = 0V k # jand a; = 1 in Ha, which
makes (Ha); = Rf;. From the SVD we have

Ha = UV, (135)
where \7; denotes the jth column of V. Premultiplying by
the inverse of U, which is U", and then by the pseudoin-
verse of X gives the final result. This picks out only the first
N elements of V due to the zeros in the £ matrix. However,
these first N elements of V are precisely the components
of the background to Wthh the PTA is sensitive, and this

approach allows these to be computed to whatever reso-
lution is required.

F. Marginalized likelihood function for the C9S s

We finish by noting that an alternative way to proceed
would be to start with the above likelihood, but marginalize
over the parameters a. For simplicity, we assume in the
following that we are using the real version of the like-
lihood (124) with twice as many real components in a
and H. We will also assume a Gaussian distribution on a of
the form

1o, .
p(ac) = —EaTC_la}, (136)

1
————exp {
det(2zC)

where C={C5%  (fi fr)} are the model hyperpara-
meters defined by an equation like (106). Then by
marginalizing over a, we obtain the likelihood

'H(C™' + HTF—IH)—IHTF—I)(%}}, (137)

= F. By using the Woodbury matrix lemma, this can be simplified to

(138)
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which can be seen most readily by considering the corre-
lation matrix directly rather than its inverse [64]. One can
use this modified likelihood to construct posterior distribu-
tions or estimators of the parameters C using Bayesian
inference or frequentist statistics as before. In particular, one
reasonable assumption to make in this case would be
ol (fifr) = 8w CSS, ., ie., that different frequency
components are uncorrelated and the covariance of a given
component depends only on the angular mode parameters,
I,m,l',m, and not on the frequency. We note that this
marginalization is completely analogous to the marginali-
zation over timing-model parameters used to derive the time-
domain version of Eq. (124) in [53]. If a flat prior is used
instead of a Gaussian prior, the C~! term does not appear in
the likelihood and the term inside the exponential can be
simplified to the form H,(H! FH,q) 'H!,, where
H,, is the matrix of left singular eigenvectors of H with
zero singular values. The matrix H, is given by the last
2N,, — 2N columns of U in the SVD (the factors of 2 come
from going from a complex to a real representation). This is
an identical result to the marginalization of the timing model
parameters described in [53].

VI. DISCUSSION

We have described how the formalism used to character-
ize the polarization of the CMB can be applied to the
analysis of gravitational-wave backgrounds. Any symmet-
ric transverse-traceless tensor field on the sphere can be
decomposed into a superposition of modes that are gra-
dients or curls of spherical harmonics. We considered using
this decomposition to analyze a gravitational-wave back-
ground observed with a pulsar timing array. Writing a
statistically isotropic background as a superposition of
these modes, we found that the PTA overlap reduction
functions for these modes were Legendre polynomials
evaluated for the pulsar angular separations. We showed
that this was just a consequence of a pulsar having zero
response to curl modes, and a response to each gradient
mode that is proportional to the corresponding spherical
harmonic evaluated at the direction to the pulsar. Although
an infinite number of modes are needed to precisely recover
the Hellings and Downs curve for an isotropic, unpolarized
and uncorrelated background, we showed that, in practice,
the background can be recovered accurately using just the
lowest three [ modes, [ = 2, 3, 4.

The formalism can also be applied to arbitrary back-
grounds, and we have given general expressions for the
overlap reduction functions of all possible modes. For
PTAs, these expressions simplify considerably, being a
sum of products of ordinary spherical harmonics, and
being independent of any curl correlation coefficients. We
have also shown how anisotropic, unpolarized and uncor-
related backgrounds can be represented in this formalism,
and how the results derived here can be used to write down
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overlap reduction functions for arbitrary backgrounds of
that type, extending the analytical results in [34] to orders
above quadrupole. Finally, we described a formalism that
can be used to reconstruct a map of the gravitational-wave
sky for that part of the background, spanned by the
gradient modes, that is visible to a PTA. A PTA containing
N pulsars measures two real-valued quantities (an ampli-
tude and a phase or a sine and a cosine quadrature) at each
frequency with each pulsar. With 2N measurements we
cannot hope to measure more than 2N components of the
background. These are 2N combinations of the compo-
nents of the gradient modes of the background, and we
will never be able to detect curl modes of the background,
no matter how many pulsars are included in the array. This
insensitivity to curl modes arises as a consequence of the
fact that the pulsar array is static and does not move or
scan across the sky. To achieve the angular resolution
expected for individually resolvable single sources, we
need to probe modes of the background up to [, ~ 10,
which will require about 100 pulsars. This should be
achievable with the SKA.

For the standard case of an isotropic, unpolarized and
uncorrelated background, the formalism described here is
more complicated than directly using the Hellings and
Downs curve to model the pulsar pair cross-correlations.
However, it is only marginally more complicated; the
individual overlap reduction functions are simpler, and the
sensitivity to isotropic backgrounds should be compa-
rable. The power of this new approach is that it provides a
single unified framework to characterize any kind of
background, free from any assumptions about its physical
nature. We will obtain a map of the background that
encodes as much information as is possible to extract
about the background using the available data. It is no
longer necessary to carry out separate searches for
isotropic or anisotropic backgrounds, but the level of
anisotropy can be determined by looking at the resulting
map. It is not necessary to assume that the background is
uncorrelated between different sky locations; instead the
degree of correlation will be directly measured, which will
provide sensitivity to possible new and unexpected phys-
ics. If the observed gravitational-wave background is
found to show significant correlations between different
points on the sky, it would be a very profound discovery.
A gravitational-wave background generated by a super-
position of astrophysical sources will not be correlated on
the sky as the properties of each source, including the
formation time and phase, will be independent from one
another. While nonstandard scenarios of primordial back-
ground formation could in principle generate correlations
in the background, in standard scenarios the nanohertz
stochastic background is expected to be uncorrelated. An
observation of a correlated nanohertz background would
therefore be startling and necessitate serious theoretical
work to develop a plausible mechanism to explain it.
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Although such an outcome is perhaps unlikely, the small
additional cost of characterizing the background in this
way seems very worthwhile, given the large potential
reward if something unexpected is discovered.

A. Implications of a correlated background

We will now briefly consider the hypothetical impli-
cations of a correlated background for the pulsar timing
residuals. To define the correlation between gravitational
waves coming from two different points on the sky we
need to relate the polarization axes at the two points, since
these define the distinction between the plus and cross
polarizations. A natural way to do this is to relate the axes
by parallel transport. There is a unique geodesic (a great
circle) linking any two points on the sky. Starting at the
point with direction k for which the polarization axes are
[, m we can define new coordinates for the second point,
k', by taking k to be along the z axis and 1to be along the x
axis. If in this coordinate system k' has spherical polar
coordinates (¢, ¢'), then the great circle connecting & to
k' is the constant azimuth line ¢ = ¢'. It can easily be
seen that parallel transport of a vector v* on the sphere
around a line of constant azimuth keeps both »’ and
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sin@v? constant. The natural polarization axes at K are
therefore

cos’g’ cos @ + sin’¢’

I'=] cos¢'sing/(cos@ —1)
—cos¢’sin@

cos¢’sing(cos@ — 1)

m' = | sin’¢’ cos@ + cos’¢’

—sin¢’sin &

(139)

In the CMB literature, the standard approach is to write
down correlation functions for axes aligned along the line
joining the two points, which is a great circle as above. It
is easy to see that this is equivalent to the parallel
transport approach. With this definition to relate the
polarization axes and additionally making the specific
choice that the X axis is aligned along the line joining the
two points, it is possible to compute the expected
correlation between the polarization states of the gravi-
tational waves at different sky positions. Using Eq. (37)
we find [36]

(e (78 = 3 2L 0 Rlco0 (1) Gfeose) + €O Ga(eos ol — £). (140
1:2

(e (F R (7 R = iz’;‘<N,>2[cCC<f>Gz<cose>+c S(1)GylcosBaf~ f). (14D
=2

. , 1 SR20+1 _

(e (f B KD = 5 )= — (N)PCF(f)Gh(c0s 0) = CFC (/) Gip(cos O)1S(f = ), (142)
=

I R = 53 Z NP )G (eos0) - CEGaleosOll - /). (14)

where the subscript k indicates we are defining the axes by parallel transport of the polarization axes at k to k',

If we require the background to be statistically unpolarized,' we must impose the constraint that the correlation
functions are independent of the choice of polarization axes. Parallel transport is angle preserving, so if the axes at k are
rotated by an angle v, the same is true for the parallelly transported axes at k'. Such a rotation transforms the plus and
cross polarizations as

hy = h, cos 2y + hy sin 2y, hy = —h sin 2y + h, cos 2y, (144)
with the corresponding effect on the correlation function
(s (FRE(f KDY = (e (F RV (F R eos?2y + (e (F. R (F . K))sin® 2y
+ (A (F O R)) e+ (e (f )R (F K))g) sin 2y cos 2. (145)

'By “statistically unpolarized” we mean that the expectation values (2, (f, k)i (f', k")), and (h, (f, k)hi(f', k'), are equal. Any
particular realization of the background will be polarized at each point (see Fig. 16), but that polarization will have no preferred direction
when averaged over the sky.
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Requiring this to be unchanged we must have

(h(f.k)
(ho (f R)RL(fR)),

= cf(f) =

which imposes the restrictions CE9(f)
grounds. But since CYC(f)

WL(f LK) =

C,(f) and CYC(f) =
=0= CfG( f) follows from invariance under parity transformations for a statistically
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I (f RS (K )) e

A (146)
~{ (TR (f R e

—CCY(f) for statistically unpolarized back-

isotropic background (as shown in Sec. Il D), the above expectation values simplify further to

(hy (f )R (f ) = (e

(h (fR)RL(f LK) = (R

We note that it is also possible to have a statistically
polarized but isotropic background which would be
characterized by CEC(f) # CC(f). The correlations com-
puted from Eqgs. (140) and (141) would then no longer be
equal, but this is perfectly consistent as these correlation
functions are referred to the special choice of axes with the
X direction along the line joining the two pulsars. Since
PTAs are insensitive to the curl modes of the background,
we will not be able to identify statistically polarized
backgrounds using pulsar timing arrays. As a final com-
ment, we note that, whether statistically polarized or not,
the individual modes in this decomposition describe a
background that has nontrivial correlations in the emis-
sion from different sky locations, which would be a
startling discovery as discussed above.

Another interesting feature of a correlated background
is in the behavior of the pulsar term. As discussed in
Sec. III A, for uncorrelated backgrounds in the limit
fL/c> 1, the pulsar term averages to zero except for
the pulsar autocorrelation, for which the pulsar term
contributes an equal amount as the Earth term, increasing
the total correlation by a factor of 2. For a correlated
background, by contrast, the pulsar term always averages to
zero, even for the autocorrelation. Mathematically, this is
because for each individual mode we evaluate the product
of two integrals, and this reduces to the squared magnitude
of the integral in the autocorrelation limit. The integral
over the sky of the pulsar term gives zero in the limit
fL/c — oo, so there is no contribution from this term to the
final result. Physically, the factor of 2 in the case of an
uncorrelated background arises from the fact that the
correlation in the pulsar residuals is caused by the same
gravitational waves being seen by both pulsars. When the
pulsar is the same, the pulsar term in a given gravitational
wave adds coherently, while they interfere destructively for
different pulsars. In the correlated background case, the

SRR (LR = 0.

(fR)ns(f K

=53 NI Gi(eon0) + Gpleos )l - ),

(147)

(148)

correlation is coming from the interaction between gravi-
tational waves propagating in different directions, but with
correlated phases. The pulsar terms for the same pulsar but
from different sky positions do not add coherently because
of the (1+k-i) factor, and therefore there are no
correlated contributions from the pulsar terms in that case.

B. Distinguishing a correlated background—overlap
reduction functions

We have written a TEMPO2 plug-in to generate an
arbitrary gravitational-wave background by prescribing
the gradient and curl spherical harmonic coefficients,
{agm), a lm)}. The plug-in populates the sky with a large
number of gravitational-wave sources, whose complex
amplitudes are chosen to be consistent with the specified
coefficients. This can be used to generate both uncorrelated
and correlated backgrounds. As a test of the plug-in, in
Fig. 12 we show the average correlation (computed over
100 realizations of the background) for distinct pulsar pairs
within a chosen ensemble of pulsars. The data sets assume
an array of 32 pulsars spread uniformly over the sky and
observed fortnightly for 5 years. The injected background
power spectrum is flat, creating a correlated white-noise
influence in pulsars separated across the sky. Results are
shown for both an unpolarized, [,,, = 2 correlated back-
ground and an isotropic, unpolarized and uncorrelated
background. The expected analytic result is shown in both
cases as well, normalized such that the correlation for
pulsars with zero angular separation is equal to 1. We see
that the analytic results agree perfectly with the numerical
calculations, and the scatter in the two cases is approx-
imately the same.

The distinguishability of the two types of backgrounds can
be assessed using Bayesian evidence. We took one of the
correlated-background data set realizations used in Fig. 12
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FIG. 12. The average correlation between pairs of pulsars (and
errors), as a function of pulsar angular separation, for an
unpolarized, /,,, = 2 correlated gravitational-wave background
(light-grey region) and for an isotropic, unpolarized and un-
correlated gravitational-wave background (dark-grey region).
The averages were computed over 100 realizations of the back-
grounds. Also shown are the analytic correlation functions
expected in the two cases: the former being proportional to
the Legendre polynomial P,(cos(), and the latter being the
familiar Hellings and Downs curve.

(analyzing a subarray of 10 pulsars) and computed the
Bayesian evidence within a time-domain likelihood formal-
ism for models which assume that the background is
correlated or uncorrelated. This gave a log evidence ratio
of ~500 in favor of the correlated background, showing that
the two types of background could be distinguished with
high confidence. More work is needed to determine the
threshold signal-to-noise ratio of the background that is
needed to distinguish between the different models. The
background considered here was very loud and would have
been easily detectable regardless of the correlation signature.

Using this same data set, we then performed a model-
independent fully Bayesian reconstruction of the back-
ground-induced overlap reduction function. This technique
was developed within the context of the first IPTA Data
Challenge [65] to confirm that an isotropic distribution of
uncorrelated astrophysical gravitational-wave sources will
induce the distinctive Hellings and Downs signature in a
cross-correlation analysis [66]. The overlap reduction
function is parametrized at 13 distinct pulsar angular
separations, and a cubic-spline interpolation used to com-
pute the correlation at all other angular separations. The
13 “anchor” values of the overlap-reduction function are
sampled, giving a posterior probability distribution that
allows us to map out an envelope of all cubic splines which
lie within desired credible intervals. Figure 13 shows this in
practice, where the grey region defines the envelope of
splines within the 95% credible interval of the full posterior
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FIG. 13. A model-independent Bayesian reconstruction of the

correlation between pairs of pulsars, as a function of pulsar
angular separation, for a data set with an injected unpolarized,
lmax = 2 correlated gravitational-wave background. The back-
ground spectrum is white, with the signal injected into 10 pulsars
which are observed fortnightly over a time span of 5 years. The
correlation is parametrized at 13 distinct separations, and a cubic-
spline interpolation used to compute the correlation at all other
angular separations. The grey region shows the envelope of
splines within the 95% credible interval of the full recovered
posterior distribution, while the solid black curve is the expected
analytic correlation function. The dashed black line indicates the
largest angular separation between pulsars in our chosen array. As
expected, beyond this line our reconstruction completely loses
sensitivity.

probability distribution, the solid black line shows the
expected overlap reduction function, and the dashed black
line indicates the largest pulsar angular separation in this
data set (beyond this we lose sensitivity). We see that not
only can we distinguish between two alternative models,
but we can directly measure the correlation function in the
case that the background is correlated.

C. Distinguishing a correlated
background—sky maps

Sky maps of i, and &, will also allow us to distinguish
between correlated and uncorrelated backgrounds, pro-
vided the angular resolution of the maps is finer than
the angular scale of the correlated background. For
coarser angular resolution, the correlations between neigh-
boring sky directions would not be apparent in the maps,
as the size of the pixels would be larger than the angular
correlation scale of the background. Sky maps of
gravitational-wave power, P = |h,|*> + |h,|?, lack some
of the discriminating capability of sky maps of 4, and /A,
since the phase relation between the different components
of the waves is lost in the construction of the power map.
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FIG. 14 (color online).
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imag(h+)

Mollweide projections of the real and imaginary parts of &, and &, for (a) a grad-only statistically isotropic

correlated background with C; = 1 out to /,,, = 10 (top four plots), and (b) an anisotropic uncorrelated background that has the same
power distribution as the statistically isotropic background but uncorrelated phase (bottom four plots). Note the pixel-to-pixel variation

in the maps for the uncorrelated background.

One problem that we encounter when making sky maps
is that we measure only a single realization of the back-
ground, and thus do not have access to a statistical
ensemble of such backgrounds. This means that even if
the background is statistically isotropic, any particular
realization will be anisotropic, having random hot and
cold patches at different locations on the sky. Although one
can calculate a set of C;’s for a correlated background that
is consistent with the observed power on the sky (as they do

for the CMB), one could equally well regard the power
distribution as fundamental and decompose it in terms of
ordinary (i.e., scalar) spherical harmonics, effectively
assuming it to be an anisotropic uncorrelated background,
as in [34]. Although the latter approach is a way to describe
any power distribution on the sky, the approach we adopt in
this paper is more generic since it also incorporates the
phase information of the waves at different points on
the sky.
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Ih+2 + Ihxi?

FIG. 15 (color online). Mollweide projection of the gravita-
tional-wave power on the sky, |hi|?+ |h,|?, for both the
statistically isotropic correlated background and the anisotropic
uncorrelated background shown in Fig. 14.

To illustrate these statements, we simulated two gravi-
tational-wave backgrounds that have exactly the same
power distribution but different correlation properties:
(a) a grad-only statistically isotropic correlated background
with angular power C; =1 for [ =2,3,...,[ ., Where
[ max = 10, and (b) an anisotropic uncorrelated background
whose power distribution is the same as that of the
statistically isotropic background but has uncorrelated
phase. (Both of these simulated backgrounds are sta-
tistically unpolarized.) The statistically isotropic back-
ground is the same as the gradient component of the
simulated background that we analyzed in Sec. V C. (We
consider only the gradient component for this discussion,

(a) Statistically isotropic background

FIG. 16 (color online).
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since PTAs are insensitive to the curl component.) The
anisotropic uncorrelated background is constructed from
the statistically isotropic background by randomly rotating
the polarization angle of the waves at each pixel on the sky.
Maps of the real and imaginary parts of /4 and h, for both
types of backgrounds are shown in Fig. 14. A sky map of
the gravitational-wave power, P = |h, |* + |h,|?, which is
the same for both backgrounds, is shown in Fig. 15.

The size of the pixels in these sky maps is the same as
that used for the maps in Secs. IIl A and V C, having an
angular resolution AQ ~ 50 deg?. This angular resolution
corresponds to / ~ 25, which is substantially larger than the
Imax (= 10) used for the simulated statistically isotropic
correlated background. To actually resolve individual
pixels of this size using timing residual measurements
would require a PTA with N = 700 pulsars, which is the
number of modes corresponding to /., ~25. This par-
ticular example is thus relevant for a PTA from the
advanced SKA era. But the same qualitative conclusions
that we will make here can also be made for a less
ambitious PTA having N 2 100 pulsars and [ ~ 10, pro-
vided [, for the correlated background is sufficiently
small (e.g., [,.x <5) in order to ensure that the angular
scale over which the phase is correlated is resolved by the
measurements.

The additional information contained in the phase of /.
and h,, at each pixel can also be represented graphically by
plotting polarization ellipses for the two different back-
grounds, as shown in Fig. 16. The polarization ellipses are
constructed as follows, using an approach similar to that
for electromagnetic waves; see, e.g., Sec. 7.2 of [67].
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(b) Anisotropic uncorrelated background

Polarization ellipses for a patch of sky (centered at 0° latitude and 0° longitude) for (a) the statistically isotropic

correlated background, and (b) the anisotropic uncorrelated background shown in Fig. 14. The polarization ellipses are superimposed on
the (common) map of gravitational-wave power shown in Fig. 15. The crosses indicate the direction and principal axes of the &, h,
polarization ellipses. Linear polarization in a particular direction is represented by a line, and circular polarization by a cross with equal-
length axes. Note that the polarization ellipses vary smoothly over the sky for the statistically isotropic correlated background, as
compared to that for the anisotropic uncorrelated background, which have randomly oriented phase angles.
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Given the complex values of /1, and /, at each pixel for the
two backgrounds, we first calculate the left- and right-
circularly polarized combinations /; g = (h, +ih,)/ V2. 1f
|hy/hg| <1, the polarization ellipse has semimajor and
semiminor axes a = 1 + r, b = 1 — r, where r = |h; /hg|,
and it is rotated by an angle w = a/2 with respect to the
horizontal (i.e., @ = const), where a = phase(h;/hg). If
|hy /hg| > 1, we need to switch h; and hg in the above
expressions for r and a. The angle y is the polarization
angle. Circular and linear polarization are special cases:
r = 0 corresponds to circular polarization, represented by a
cross with equal-length axes; r = 1 corresponds to linear
polarization, represented by a line in a particular direction.
Note that the polarization ellipses vary smoothly over the
sky for the statistically isotropic correlated background, as
compared to that for the anisotropic uncorrelated back-
ground. We therefore see that sky maps of 4, and &, have
the potential to yield much more information than a map of
just the total gravitational-wave power.

D. Outlook

The framework described here provides a completely
generic approach to mapping the gravitational-wave sky
using pulsar timing arrays. Our results suggest that it can be
used to map the expected uncorrelated gravitational-wave
background with almost as much sensitivity as the standard
approach, while providing sensitivity to new physics.
Further work is required to fully assess the computational
costs and sensitivity of the approach, but we expect this will
be a useful framework for future analyses. While we have
focused on pulsar timing arrays in this work, the same
approach can also be used to characterize gravitational-
wave backgrounds in other frequency bands, relevant to
ground-based or space-based detectors. We gave the over-
lap reduction function for a static interferometer in
Appendix D. The extension to more realistic moving
detectors is more involved, but work in this direction is
underway.
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APPENDIX A: SPIN-WEIGHTED
SPHERICAL HARMONICS

The following is a list of some useful relations involving
spin-weighted and ordinary spherical harmonics, SY,m(lAc)
and Ylm(lAc). For more details, see, e.g., [44] and [69]. Note
that we use a slightly different normalization convention
than in [44]. Namely, we put the Condon-Shortley factor
(—=1)™ in the definition of the associated Legendre func-
tions PJ'(x), and thus do not explicitly include it in the
definition of the spherical harmonics. Also, for our analy-
sis, we can restrict attention to spin-weighted spherical
harmonics having integral spin weight s, even though spin-
weighted spherical harmonics with half-integral spin
weight exist.

Ordinary spherical harmonics:

A

Yim(k) = Y,,,(0,¢) = NPl (cos 0)e™?,

21+1 —m) (A)

l+m

Relation of spin-weighted spherical harmonics to ordinary
spherical harmonics:

Y (0 U=5) 5y, (0.4) for0<s<I
s lm( ’¢) (l-f—S)' lm( ¢) orv=ss=i,
sYlm(e’¢) ((é_fj)):( 1)‘v6_sYlm(91¢) for —1<s<0,
(A2)
where
dn = —(sin6)* [(;96’ + 105098(1} (sin@)~n
0 0 (A3)
o = —(sing)~* [89 zccha(p] (sin6)*n

and n = 5(0, ¢) is a spin-s scalar field.
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Series representation:

(L4 m)(1—m)12] + 1
(I+9)(—s) 4

sYlm(e’ ¢) = (_l)m

Complex conjugate:

(9 ¢) ( )m+s—s Yl m(e ¢) (AS)
Relation to Wigner rotation matrices:
mm(d) 9 W \l 1 Yl—m 9 ¢ _lmw7
[ mm(¢ 9 W V —mYlm 0 d) lmw'
(A6)
Parity transformation:
sYlm(”_9’¢+”) - (_l)l—sYlm(6’¢)‘ (A7)

Orthonormality (for fixed s):

1/2
:| 9/2 21
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=S [+ I—k=s jime 2k+s—m
k0< ><k+s—m)(_1) e™?(cot/2)%
(A4)
|
/ d kaYlm(k)\ l’m( )
= / dep / sin0do,Y (0. ¢),Y;, (0. ¢)
0 0
— 511/6mm“ (AS)

Addition theorem for spin-weighted spherical harmonics:

!

> Yin(01,¢1), Y5, (05, 2)

m=-I

o 2
= (=D

A7 - Yls (93 ’ ¢3 ) eiSIXB ’

(A9)

where
cos ;3 = cos 0, cos @, + sin O, sin O, cos(¢p, — ;) (A10)

and

e—ilbst2:)/2 — cos3 (¢ = ¢1) cos (6, = 0,) = ising (b, = py) cos3 (6 +6,)
/€052 L (¢ = 1)cos? L (0 = 01) + sin> L (¢ = 1 )cos? (0 + 02) Al
oilhr=1)/2 cos 3 (¢ — 1) sing (62 — 01) + ising(h — 1) sinz (6, + 6>)
\/COSZ%(ff’z — ¢y )sin’ % (0, = 6,) +sin %(472 ¢py)sin’ 5 2 (01 + ‘92)
Addition theorem for ordinary spherical harmonics:
R 20+1  ~ .
Z Y i (ky) Y5, (k) = Pl(k1 “ky). (A12)

m=-1

Integral of a product of spin-weighted spherical harmonics:

N N A 2L+ 1)L+ D)2+ 1)/ 1 / IE [ l [
/kos.YJIml(k)sz lzmx(k)“bylyng(k):\/( 1 )( 24” )( 3 )< 1 2 %)( 1 2 3 > (A13)

where ( ho b
mi nmy ms

my mp; ms =85 =S =33

) is a Wigner 3-j symbol. It can be written as
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(l I L>:\/(l—i—l’—L)!(l—l’+L)!(—l+l’+L)!(l+m)!(l—m)!(l’+m’)!(l’—m’)!(L+M)!(L—M)!

m m M ({+I'+L+1)
(= 1)zt -M
. Al4
xZEZZZ!(H—l’—L—z)!(l—m—z)!(l’+m’—z)!(L—l’—l—m+z)!(L—l—m’+z)! (Al

|
See, e.g., [58,59,70], and references therein. Note that Series representation of Legendre polynomials:
although this sum is over all integers, it contains only a
finite number of nonzero terms since the factorial of a (I +k)! 1 —x\*
negative number is defined to be infinite. Pi(x) =) (=1)* - a
g K2 (I —k)\ 2
[+ k)! 14 x\¥
e L . (B5
=1 (kN2 (1 —k)! 2 (B5)

MN

k

~ 1
=}

APPENDIX B: LEGENDRE POLYNOMIALS AND
ASSOCIATED LEGENDRE FUNCTIONS

The following is a list of some useful relations involving
Legendre polynomials P;(x) and associated Legendre
functions PJ"(x). For additional properties, see, e.g., [71].

Differential equation:

k=0

Orthogonality relation (for fixed m):

1 2(1 4 m)!
dxP (x)P" =—— 6. B6
d2 d /_1 X l<x> / X) (21+1)(l—m)' 1l ( )
(1 —xQ)@PT(x) - 2xd—P’l”(x)
X
) Shifted Legendre polynomials (defined for x € [0, 1]):
+ i+ 1) -—"_|Prx)=0. (Bl
(1 - x2) 1
~ 1d
P(x)=P,(1 =2x) =——((x=x»)). (B
A useful recurrence relation: ((x) ( ) 1! dx! (( )

(x* — l)iP;"(x) = IxP!"(x) = (I + m)P",(x). (B2)

dx APPENDIX C: OSCILLATORY BEHAVIOR
Relation to ordinary Legendre polynomials, for OF THE PULSAR TERM
m=0,1,...1 In Sec. IIT A, we assumed that Ehe contribution of the
d oscillatory term —2cos[2zfL(1 + k - it)/c] to the integral
P ( x) = (_1)"1(1 — x2)m/2 —P 1(x), for the autocorrelation was small, as it would be suppressed
dx (B3) by at least a factor of ~1/(fL/c). Here we calculate the
P (x) = (=1)" (l=m)! (x) exact expression for the contribution from this term for an
! (I+m) ! isotropic, unpolarized and uncorrelated gravitational-wave
) background. Analogous calculations may be carried out for
Rodrigues’ formula for P;(x): higher multipole moments.
. If we include the pulsar term, the autocorrelation
1(x) = -~ ( 2 -1, (B4) function for. an isotropic, unpolarized and uncorrelated
20 dx background is given by
|
1 N A R
Lo (f) = W/S d2Q;(2 — 2cos[2afL(1 + k- &) /c))[|F* (k) + |F*(k)]. (1)
where F*(k) are given in Eq. (61). [This is the same PN N
expression as in [34], but with an additional overall factor Fr(k) = 2 (I = cos0), F(k) =0, €2

of 1/(2zf)?, which comes from the relation between the
timing residual and redshift response functions.] If we

choose coordinates so that the pulsar is located along the z .
axis, then for which
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Famo(f):mézdzgk(2—2cos[2ﬂfL(l+cos€)/c])

1
XZ(I —cosf)?
:@n—?v/_:dx“—COS[WL(I+x>/c]><1—x>2.
(C3)

This last integral is fairly simple to evaluate, the result
being

Fauto(f) =

- jo<4nfL/c>1},
(C4)

1 {sn_ 1
Qaf? L3 =(fL/c)

where j,(x) =sinx/x is a spherical Bessel function of
the first kind. Thus, for an isotropic, unpolarized and
uncorrelated background, the oscillatory term is actually
suppressed by a factor of 1/(fL/c)?. The pulsar-term
contribution to the autocorrelation is therefore well ap-
proximated by multiplying the overlap reduction function
by a factor of 2 and neglecting the oscillatory term. For a

|

RS () = 5 /O m/_i dx(1 = x2)

PHYSICAL REVIEW D 90, 082001 (2014)

correlated gravitational-wave background, there is no factor
of 2 contribution from the pulsar term, as discussed in
Sec. VL.

APPENDIX D: RESPONSE OF A
STATIC INTERFEROMETER

In the point-detector limit the strain response of a static
interferometer whose vertex is located at the origin of
coordinates may be approximated by

RAPK) = 3 ey (Rt —uud). D)
where #1; and i, are unit vectors pointing along the two
arms of the detector. We can evaluate this response in a
computational frame in which #; is in the Z direction and i,
is in the X direction. We consider the #; term of the
response only to start with, which we denote by RY (Im) (f)

In the computational frame e}, (k)u¢u? = sin’0 and
e, (k)ugut = 0. This is independent of ¢, so as before

. % i+ 1);;/_1 dx [— 61(1 —1)(1-2) + Z)P,(x) + le,_l(x)}

| T
=2 1—551’2,

where the last line follows from orthogonality of the
Legendre polynomials and the fact that we have grad
modes with [ > 2 only. To do the i, part of the integral we
can carry out a coordinate transformation to put i, in
the % direction (an anticlockwise rotation of z/2 radians
about the y axis). This transforms the values of the aplm)
coefficients. In the new frame the integral takes the same
form as before, and as curl modes are transformed into curl
modes, the curl response is still zero. For the grad response
we need only the coefficient of Y G20 in the transformed
coordinates. Using Eq. (89), we see this is zero for [ # 2
and obtain the final result

4
1—’;5,2 {1 - \/gyzm(n/z, 0)] . (D3)

In the same way we can deduce that the response of an
arbitrary two-arm detector in a frame in which the arms
point in directions with spherical coordinates (6, ¢,) and

(62.¢,) is simply

Rgm) (f) =2

we need m = 0, and since X(lo)(lAc) =0, we find Rlc(zm) =0
for all [, m. We also have R?(lm) =0 for m # 0 and
Glim) ()
(D2)
|
G dr /1
R, (f) = 5 551,2(Y2m(017¢1) = Y5,(02.4,)). (D4)

If we drop the point-detector approximation but keep the
vertex of the interferometer at the origin, the response
function takes the form

1 A A N
RA(f k) = 5 ea, (k) (ufu T (f ke ty) — u§uS T (£, k- ),
(D3)

where 7 is the transfer function. In the transformed
reference frames used above, the quantities k- it; and
k - i1, depend only on the transformed polar coordinate and
are independent of the transformed azimuthal coordinate.
The detector therefore still has no response to curl modes,
although there will now be sensitivity to grad modes with
[ >?2. We leave a full treatment of the response of an
extended and moving interferometer to future work.
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APPENDIX E: CORRELATION CURVES FOR
ANISOTROPIC UNCORRELATED
BACKGROUNDS

Expressions for the spherical harmonic components of
the frequency-independent part of the pulsar timing overlap
reduction function for anisotropic, unpolarized and uncor-
related backgrounds are given in [34]

P = [ QY RIF RF; B + FRF5 R
(E1)

Analytic expressions for the quadrupole and lower terms
are derived in that paper. Here we derive analytic expres-
sions for Ty, , for all values of [ and m, evaluating the
integral in the computational frame, where pulsar 1 is
located along the z axis and pulsar 2 is located in the xz
plane, making an angle ¢ with the z axis,

i :(07071)7

(E2)
i, = (sing,0,cos ().

The calculation presented here differs from that presented
in Sec. Il D and in Sec. IV A, where the overlap reduction
function is given by a sum of products of integrals
involving the detector response functions for each pulsar
separately. There we were able to evaluate the integrals over
k and ¥ separately by rotating coordinates so that the
relevant pulsar was located along the transformed z axis.
Since the above expression for I'j,;, involves a single
integral of a product of detector response functions, we can
only rotate coordinates so that one pulsar is located along
the transformed z azis.
In this frame, we find that

A 1
T(k) = 5(1 —cos0)
Fi(k) =0,
Fi(k) = %[(1—cochosH—sinCsinGcosdb)

2sin?¢sin’g
1+ cos¢cosf+sinlsinfcosgp|’
P - 1 <sin24’ cos 0sin(2¢) — sin(2¢) sin @ sin ¢>
=-3 _

F3(

1 + cos{ cos @ + sin{ sinf cos ¢
(E3)

Thus, the expression for f12,lm simplifies to
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P = [ @0 BF()

:%N}" / (1 =0 PP (L, (x),  (E4)
-1
where

1,,(x) = / " AFL (R)eim. (E5)

0

The integral for /,,(x) can be evaluated using contour
integration, making the substitutions z = e¢'®, cos¢ =
(z+z7")/2, etc. In general, the integrand has poles at 0,
Zy, Z_, where

(I cos¢)(1F cosO)
sin { sin @

_ 1Fcos¢ 1F cosd
N 1+cosl)\1+xcosf)’
1

_=—
24

+=-

(E6)

In the above expressions, the top (bottom) sign corresponds
to the region —cos{ <cos@ <1 (-1 <cosf < —cos{).
One can show that for both of these regions, z, is inside the
unit circle and hence contributes to the contour integral,
while z_ is outside the unit circle. The results of the ¢
integrations for m = 0,1,2, ... are

Io(x) =z |(1 —xcos{) —2(1$COS§)},

(1 +x)
Ii(x) = 11(x)

(1F cos{)} <1¢x>l}

_ -_l- — 42\
- 2sm£j(1 x)+(1:|:cosé’)%(1:|:x)%

1,(x)=1_,(x)

ettt
3 81
_ (flfc‘;zsg)%_l ((1 le),; ] m=23,...
(E7)
Since
PR(X) = (1) (1 =) 2(1 X)L P ), (E8)

it follows that T" 12.1m €an be written in terms of sums of
integrals of the form
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—cos¢ (1 +x)4 d” where g =m,m —1and r =0,—1 for 7, (cos¢), and
Forim(cosd) = / ( )r—m /(%) _ ! + arion )
1 (I —x)" dx g=m,m+1and r=0,1for 7, (cos{). [The inte-

grals for F q,,m(cos {) are explicitly evaluated in the

! 1 —x)4 d» (E9)
(1-x)d following subsection.]

st (T4 x)y dem M

‘F;—,r,l,m(cos Z-:) E/_

Explicit expressions for fl2,lm are given below. For m = 0:

Fron=3 2l4i1{/ldx(l—x)(l—xcosé) ()

—-2(1 +cos§)/ del(x 2(1 = cos{) 1 dx(l_x)P,(x)}

—cos¢ (1 +x)
1 1 1 2
= E (21 + l)ﬂ'{ <1 +§COSZ:>5IO —3(1 +COSC)511 +ECOS§512
— (1 4cos{)Fg 0(cos) = (1 —cos{)F| llo(coséj)} (E10)

where we substituted combinations of Legendre polynomials for 1, x, x> and then used the orthogonality relation, Eq. (B6),
to evaluate the integral from —1 to 1.
Similarly for m = 1:

T - CcoS 3/2 —cos
3 214 84_1))'{ smC/ dxl—x)(l—x)dil’z() ((li_cosgl/z/_l gdx(l+x)%P,(x)

_ 3/2 11 —x)2
(1 cos () / dx(l ) dPl( )}

1 + cos é’) 12 cos( ( ) dx

3/2 _ 3/2
— Ve [ 2sine (300 = 30n) - T A e0s) = o i Fa(eos)

(1=cos¢)1? (1+cos{)!/?

l—‘]2.11 -

(E11)

where we used integration by parts and orthogonality of Legendre polynomials, Eq. (B6), to evaluate the integral
from —1 to 1.

For m =2,3,-- -
_ B 204+ 1 (I =m)! [(1 +cos)s*! [-cos¢ , dar
Uigm = — 4 (0 —|—m)!{ (1 —cosC)F /_1 dx(1 + x) WP[(X)
( +COSZ_:)% —cos{ el _ dm
e 1/_1 ax(1 + 271 (1=x) £ i)
+(1 —cosC)"f:' /1 dx (1 —x)m+t gm 4 ) — (1 —cos{)?

1 4
—_ dx(1 —x)"—P
(1 4+cosl)? Jocose 1+x) dx™ (1 +cos¢)>! /—cos§ x(1—x)" dx™ i )}

B (1 +cos¢)s*! (1 +cos¢)?
=-2Vv(Q2+1 \/ l+m (1 —cos¢)E Fro.am(c0s ) W‘Fm 1=1.4,m (€08 &)

1- ak 1 2
<(+C2505§) mﬁmm(coseﬂ}- (E12)

m+l 1,I,m (COS g)

For m < 0,
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Pigm = (=1)"T'12.0-m, (E13)
which follows from Y, (k) = (=1)"Y,_,, (k).

Figure 8 in the main text shows plots of I'j,,, for
[=0,1,...,5, calculated using the above formulas. The
plots for / = 0, 1, 2, 3 are identical to those in Fig. 2 of [34],
as expected. From the plots, we see that when the two
pulsars are coaligned (i.e., when { = 0 or, equivalently,
when i#t; = i1,), the only nonzero contributions to the
overlap reduction function come from m =0 and [ = 0,
1, or 2. To verify that this is the case for all / > 3, we note
that in the computational frame with the coaligned pulsars
located along the z axis,

Fuin= [ SO BIFL R+ 17 B

1 (2= 1
Z/ d¢/ dcosdY,,(0,¢)(1—cos0)?
0 -1

7z [21+1 (1
= — P 1
5m02 dx /—ldx l(x)(

—x)2. (E14)
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Since

(1=-x?=1-2x+x2

(E15)

%PO(x) — 2P (x) + %Pz(x),

orthogonality of the Legendre polynomials, Eq. (BO),

implies
4 4
301 +-—=0n

_ 7 2L+ 1(8
F = — _— =
H.fm 5’"02\/ 4r [3 3 15
\/‘511 fézz], (E16)

which is O for [ > 3 or m # 0.

5[0 -

- 51110 |:

1. Evaluating the F_,,  (cos{) integrals

The integrals for F=

(cos{) can be evaluated using the series representation of the Legendre polynomials

q.r,.L,m
! !
l+k) 1 —x\* (I+k)! 14 x)\*
= — -1 I+k . El17
kz k).( > ) kz:;( i\ 2 E17)
Explicitly, we find
_ _ —cos¢ (1 +x)q dam
Frranteosd) = [ ari
7 E ! 1)! —cos
5 q!(L + j)! / ¢ o
= 2070 (=1) eyt — — dx(1 — x)a-izrti=m, (E18)
2 2 T T g L, S0
for which
4 I, gL+ )29 (1 4 cos £)amiHm
FoLm(cosl) = 2i-j(_1)a-i+itm 4
q.0.L ( ) ;J:Zm (=1) MNg—0) N L-)NG-m(g—i+j—m+1)
qg-1 L e e
. o L 1(24—tti—-m _ (1 q—i+j—m
Firunleosg) = 3 S 2 (pyrvim LI (1 + cos Gyt )
o i=0 j=m ( - l)']'(L ])'(J_ ) (q_l+.] m) (E]9)
+ XL: 2a-s(—1)iom L DI = (1 + cos EY7)
j=m+1 JUL =G =m)!(j—m)
297" (L 4 m)! n 2
m!(L —m)! 1 +cos¢)’
Similarly,
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I (I —x)7 dm
Fr cos E/ xS —— P (x
‘I,r.L.m( g) cost (1 +x)rdxm L( )
9 L (L + ) 1 .
= 2ii(=1)tanit ELCh) L dx(1 + x)7-=r+=m (E20)
i=0 j=m ( _l)!J!(L_J)!(J_m)! —cos{
for which
I gl (L + )\ (a-itimmEl (1 g—i+j—-m+1
Fiopmleost) = 303 2mi(ypramin LALLM U~ cost) )
= = i(g=UNL =G —m)ig—i+j—m+1)
(L o gM L+ R (] — g-itj-m
Firpmleost) = 3 S 2ri(-1ypramiss LELIN U= cosg)™ )
o = = illg =) JIL = )IG—m)(g—i+j—m) E2D)
- XL: 207 (—=1)EH (L + D2 = (1 — cos )/7)
JUL = )G =) — m)
(=1)EFmpa=m(L 4 m)! 2
m!(L —m)! 1 —cos¢)’
We also need to evaluate 7, (cos{) for r=—1. This can be reduced to combinations of F_,  (cos¢) and
]—'q‘ﬂyo,l,m(cosé’) by writing (1 —x) =2—(1+x),
F;_Ll,m(cos {) = 2.7:;’0’1’m(cos ¢) - .7-";+1,0’Lm(cos ). (E22)
Alternatively, we can just evaluate this integral directly, finding
q I !(l + j)V(zq—i+j—m+2 _ (1 + cos C)q—i+j—m+2)
F (cos 207(=1)1" i+jrm 4 : . E23
san(008) = 22 27 Mg =DUT= )G =m)a=i+j-m+2) )

i=0 j=m
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