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Abstract
The classical least-squares formulation has provided a successful framework for the 
computational solutions of learning and inverse problems. In recent years, modifications and 
alternatives have been proposed to overcome some of the disadvantages of this classical 
formulation in dealing with new applications. We will present some recent progress on the 
understanding of a general weighted least-squares optimization framework in such a setting. 
The main part of the talk is based on joint works with Bjorn Engquist and Yunan Yang.
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