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- Siu-Yeung, 1997 (Noguchi-W-Y). Let $A$ be an abelian variety and $D$ be an ample divisor on $A$. Let $f: \mathbb{C} \rightarrow A$ be holomorphic with $f(\mathbb{C}) \not \subset D$. Then

$$
T_{f, D}(r) \leq_{\text {exc }} \bar{N}_{f}^{\left[k_{0}\right]}(r, D)+C\left(\log ^{+} T_{f, D}(r)+\delta \log r\right)+O(1)
$$
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So the notion of Nevanlinna hyperbolicity links and unifies the Nevanlinna theory, the complex hyperbolicity (Brody and Kobayashi hyperbolicity), the big Picard type extension theorem (more generally the Borel hyperbolicity), as well as the algebraic hyperbolicity.
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In 1995 , we proved that $\mathbb{P}^{n}(\mathbb{C}) \backslash|\mathcal{H}|$ is Brody hyperbolic if only if $\mathcal{H}$ is non-degenerate. So our approach is to show that $\left(\mathbb{P}^{n}(\mathbb{C}), \mathcal{H}\right)$ is a Nevanlinna hyperbolic if $\mathcal{H}$ is non-degenerate.
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Thus, $T_{f, \omega}(r)=\int_{r_{1}}^{r}\left(\int_{r_{1} \leq|z| \leq \rho} f^{*} \omega\right) \frac{d \rho}{\rho} \leq C \log r$.
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But, by the standard Nevanlinna theory trick (Green-Jensen and calculus lemma), we can get (logarithmic derivative lemma)

$$
T_{\operatorname{Ric}\left[\omega_{\gamma^{*}}\right]}(r) \leq_{\text {exc }}(1+\delta)^{2} \log T_{\omega_{Y^{*}}}(r)-\mathfrak{X}_{\sigma}(r)+(\delta+2 \varsigma) \log r+O(1)
$$
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$T_{\text {Ric }\left[\omega_{\gamma^{*}}\right]}(r) \leq_{\text {exc }}(1+\delta)^{2} \log T_{\omega_{Y^{*}}}(r)-\mathfrak{X}_{\sigma}(r)+(\delta+2 \varsigma) \log r+O(1)$.
This derives our desired inequality.

## Some new result

Urata's type theorem:
Theorem. Let $\bar{X}$ be a smooth projective variety over $\mathbb{C}$ and let $D \subset \bar{X}$ be a divisor such that $(\bar{X}, D)$ is Nevanlinna hyperbolic. If $C$ is a smooth quasi- projective connected curve over $\mathbb{C}$ with smooth projective model $\bar{C}, c \in \bar{C}(\mathbb{C})$, and $x \in \bar{X}(\mathbb{C})$, then the set of morphisms $\bar{f}: \bar{C} \rightarrow \bar{X}$ with $\bar{f}(C) \subset X$ and $\bar{f}(c)=x$ is finite.
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Theorem. Let $V$ be a Cohen-Macaulay complex projective variety of dimension $n$. Let $D_{0}, D_{1}, \ldots, D_{r}, r \geq n+1$, be effective Cartier divisors of $V$ in general position. Suppose that there exist an ample Cartier divisor $A$ on $V$ and positive integers $d_{i}$ such that $D_{i} \equiv d_{i} A$ and $d_{i} \geq d_{0}$ for all $0 \leq i \leq r$. Let $f: \mathbb{C} \rightarrow X$ be a holomorphic map. Assume that the following
(i) $r>(n+1)^{2}$ and $\frac{1}{d_{i}} f^{*} D_{i} \leq \frac{1}{d_{0}} f^{*} D_{0}+O(1)$ for all $i=0, \ldots, r$;
or
(ii) $r>n^{2}+n+1$ and $\sum_{i=1}^{r} \frac{1}{d_{i}} f^{*} D_{i} \leq \frac{1}{d_{0}} f^{*} D_{0}+O(1)$.

Then $f$ is constant.

As a special case of the above Theorem, we get Theorem. Let $n \geq 2, F_{1}, \ldots, F_{r}, G \in \mathbb{C}\left[X_{1}, \ldots, X_{n}\right]$ be polynomials in general position (i.e. the associated hypersurfaces are in general position) with $\operatorname{deg}\left(F_{i}\right) \geq \operatorname{deg}(G)$ for $i=1, \ldots, r$. Let $h_{1}, \ldots, h_{n}$ be holomorphic functions on $\mathbb{C}$ such that one of the following holds (i) $r>\frac{n(n+3)}{2}$ and $\frac{G\left(h_{1}, \ldots, h_{n}\right)}{F_{i}\left(h_{1}, \ldots, h_{n}\right)}$ is holomorphic, for $i=1, \ldots, r$; or (ii) $r>\frac{n^{2}+n+2}{2}$ and $\frac{G\left(h_{1}, \ldots, h_{n}\right)}{\prod_{i=1}^{F} F_{i}\left(h_{1}, \ldots, h_{n}\right)}$ is holomorphic.

Then $\left[h_{1}: \cdots: h_{n}\right.$ ] is constant.

